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Load Balancing Under Heavy Traffic in RPL
Routing Protocol for Low Power and
Lossy Networks

Hyung-Sin Kim, Hongchan Kim, Jeongyeup Paek, and Saewoong Bahk, Senior Member, IEEE

Abstract—RPL is an IPv6 routing protocol for low-power and lossy networks (LLNs) designed to meet the requirements of a wide range
of LLN applications including smart grid AMIs, industrial and environmental monitoring, and wireless sensor networks. RPL allows bi-
directional end-to-end IPv6 communication on resource constrained LLN devices, leading to the concept of the Internet of Things (1oT)
with thousands and millions of devices interconnected through multihop mesh networks. In this article, we investigate the load balancing
and congestion problem of RPL. Specifically, we show that most of the packet losses under heavy traffic are due to congestion, and a
serious load balancing problem appears in RPL in terms of routing parent selection. To overcome this problem, this article proposes a
simple yet effective queue utilization based RPL (QU-RPL) that achieves load balancing and significantly improves the end-to-end packet
delivery performance compared to the standard RPL. QU-RPL is designed for each node to select its parent node considering the queue
utilization of its neighbor nodes as well as their hop distances to an LLN border router (LBR). Owing to its load balancing capability, QU-
RPL is very effective in lowering queue losses and increasing the packet delivery ratio. We implement QU-RPL on a low-power
embedded platform, and verify all of our findings through experimental measurements on a real testbed of a multihop LLN over IEEE
802.15.4. We present the impact of each design element of QU-RPL on performance in detail, and also show that QU-RPL reduces the
queue loss by up to 84 percent and improves the packet delivery ratio by up to 147 percent compared to the standard RPL.

Index Terms—Low-power lossy network (LLN), RPL, IPv6, 6LoWPAN, IEEE 802.15.4, load balancing, congestion control, routing, wireless

sensor network

INTRODUCTION

1
LOW-POWER and lossy networks (LLNs) comprised of
thousands of embedded networking devices can be
used in a variety of applications including smart grid auto-
mated metering infrastructures (AMIs) [2], [3], industrial
monitoring [4], [5], and wireless sensor networks [6], [7],
[8]. Recently, most LLN deployments employ the open and
standardized IP/IPv6-based architecture to connect with
the larger Internet. This approach makes LLNs more inter-
operable, flexible, and versatile, leading to the emerging
concept of the Internet of Things (IoT). With the support of
various standardization efforts from the IEEE, IETF, and
Zigbee, IoT systems are now equipped with protocols and
application profiles that are ready for large-scale deploy-
ments [9], [10], [11], [12], [13]. Among these, this article
focuses on the load-balancing problem of the recently stan-
dardized IPv6 routing protocol for LLN, termed RPL [9].
RPL is designed for resource constrained embedded devi-
ces to support upcoming smart grids and many other LLN
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applications [9]. It is a distance vector type routing protocol
that builds directed acyclic graphs (DAGs) based on routing
metrics and constraints. In most deployment scenarios, RPL
constructs tree-like routing topology called destination-
oriented directed acyclic graph (DODAG) rooted at an LLN
border router (LBR), and supports bi-directional IPv6 com-
munication between network devices. Each node in RPL
advertises routing metrics and constraints through DODAG
information object (DIO) messages, and builds a DAG
according to its objective function (OF, rules governing how
to build a DAG) and the information in DIO messages. Upon
receiving DIO messages from its neighbors, a node chooses a
routing parent according to its OF and local policy, and then
constructs a routing topology (i.e., DODAG).

Cisco’s field area network (FAN) solution for smart
grids [2] (CG-Mesh) is a good commercial example that
uses RPL in LLNSs. It is based on the IPv6 architecture, and
uses IEEE 802.15.4g/e at the PHY and MAC layer to form
LLNSs. On top of that, it uses 6LoOWPAN][11], RPL, and IPv6
to provide end-to-end two-way communication to each
smart metering endpoint. It supports up to 5,000 nodes per
LBR (DODAG root), and envisions millions of nodes within
a FAN. Cisco’s CG-Mesh system provides an initial evi-
dence that use of IPv6 and RPL over IEEE 802.15.4 is feasible
towards large scale LLNS. It is also part of growing industry
efforts to invest in LLN solutions to facilitate IoT. Further-
more, it shows that although RPL has been mainly designed
and used for low rate traffic scenarios, it needs to be capable
of handling high rate traffic. This is because, even though
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each node generates low rate data, nodes near a sink (i.e,,
LBR) have to relay very high rate traffic. For this reason,
congestion and load-balancing issues need to be investi-
gated for RPL under high traffic scenarios [14].

In this article, we tackle the load balancing and conges-
tion problem of RPL. To do so, we first provide an experi-
mental measurement study of RPL in high traffic scenario
on a real multihop LLN with low-power embedded devices.
As a result, we identify that most of packet losses under
heavy traffic are due to congestion, and that there exists a
serious load balancing problem in RPL in terms of routing
parent selection. To solve this problem, we propose a simple
yet effective enhancement to RPL, termed “Queue Utilization
based RPL” (QU-RPL), that significantly improves the end-
to-end packet delivery performance by balancing the traffic
load within a routing tree. We show performance enhance-
ments of QU-RPL through experimental measurements on a
real multihop LLN testbed running RPL over IEEE 802.15.4.

We evaluate our proposal against a prototype implemen-
tation of RPL in TinyOS, called TinyRPL, which uses the
default objective function OF0 [15] and hop count based
routing metric. We call this default RPL or simply RPL to dis-
tinguish it from our proposed QU-RPL. Our implementa-
tion of QU-RPL is a modification on this implementation.

It is worth noting that the RPL standard [9] decouples the
definition of OFs and routing metrics from the main stan-
dard to provide a high degree of flexibility. It allows imple-
mentations to freely choose OFs, local policies, routing
metrics, and constraints to be used for parent selection.
Thus, our proposal can be regarded as optional from the
viewpoint of an RPL implementation, and it is still standard
compliant. Similarly, the TinyRPL implementation which
combines the hop count for rank calculation (OF) and the
ETX for parent selection is also standard compliant.

Although there have been a lot of performance evalua-
tion studies on RPL in LLNs [3], [16], [17], [18], [19], [20],
[21], [22], there is no experimental study of load balancing
in RPL over a real multihop multinode LLN testbed. Our
results and findings will provide an understanding of the
load balancing problem in RPL and suggest its enhance-
ments to build up large scale LLNs.

The remainder of this article is structured as follows. Sec-
tion 2 presents the background and related work to clarify
the motivation of our work, and Section 3 describes the con-
sidered scenario and experimental environments. Then, Sec-
tion 4 discusses the load balancing problem of RPL and its
implementation based on TinyRPL. Next, Section 5 proposes
QU-RPL as a simple but efficient way to alleviate the load bal-
ancing problem, and Section 6 compares the performance of
QU-RPL and RPL using testbed experiments. Section 7 exper-
imentally shows the effect of each design element in QU-RPL
on its performance. Finally Section 8 concludes the article.

2 BACKGROUND AND RELATED WORK

Path selection and topology construction in RPL are governed
by OFs and routing metrics used by RPL. The OF defines how
to use link metrics and constraints for the rank computation,
and how to select and optimize routes in a DODAG. How-
ever, the RPL standard [9] does not mandate any particular
OF nor routing metric to be used, and leaves this open to

implementations. Thus, it offers a great flexibility in meeting
different optimization criteria required by a wide range of
deployments, applications, and network design. IETF has
defined some recommendations on how to implement
OFs [15], [23], [24], but without specifying routing metrics to
be used, and still leaves the exact selection of a parent set as
an implementation choice. RFC 6551 [25] proposed some rout-
ing metrics and constraints to be used for path calculation in
RPL, but also leaves the specific selection to implementations.

For this reason, most prototype implementations of RPL
use OF0 [15] as their default OF' while combining ideas
from the ‘minimum rank with hysteresis objective function’
(MRHOF) [23]. They also use simple routing metrics such as
hop count or ETX or their combination for path calculation
and parent selection. For example, TinyRPL implementation
in TinyOS uses OF0 with hop count for path calculation,
and also uses ETX with hysteresis at the link level for parent
selection. Furthermore, Cisco’s CG-Mesh system [2] is
known to use the ETX objective function (ETXOF) [24]
which can be regarded as MRHOF combined with ETX met-
ric, and the RPL implementation in Contiki uses MRHOF.
All of these implementations are standard compliant thanks
to its great flexibility.

Thus design and selection of OFs and routing metrics
that meet requirements of applications and network topol-
ogy are still an open research issue. Recently, Goddour
et al. proposed QoS aware fuzzy logic OF (OF-FL) that
combines a set of metrics to provide a configurable routing
decision based on fuzzy parameters with an aim of sup-
porting various application requirements [26]. In [27], the
authors proposed a combination of two routing metrics
among hop count, ETX, remaining energy, and RSSI. They
also proposed two ways of combining these metrics, sim-
ple combination and lexical combination, and compared
their performance and tradeoffs.

The work in [28] analyzed the impact of OFs on network
topology using OF0 and link quality OF (LLQ OF). The
authors in [29] proposed a delay efficient RPL routing met-
ric. Macro et al. proposed two MAC-based routing metrics
that consider not only ETX but also packet losses due to
MAC contention [30]. They also considered traffic load in
the viewpoint of power consumption and reliability
required at application level. However, none of these works
investigate the load-balancing problem. The RFC6552 for
OFO0, which is most widely used, explicitly states that there
is no attempt to perform any load balancing. Our work is to
fill this gap and to provide a mechanism that achieves load
balancing while conforming to the RPL standard.

Aside from investigating OFs and routing metrics, sev-
eral prior pieces of work have investigated the performance
of RPL under various scenarios and configurations. Ko et al.
experimentally evaluated the performance of RPL using
TinyRPL implementation in TinyOS [17], and have shown
that its performance is similar to that of collection tree pro-
tocol, the de facto data collection protocol in TinyOS, while
having the benefit of an IPv6-based architecture. In [31], the

1. OF0 is designed as a default OF of RPL that will allow interopera-
tion between implementations in a wide spectrum of use cases. How-
ever, it still does not define which link properties to be used as routing
metrics.
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Fig. 1. lllustration of an loT multihop LLN scenario.

authors also evaluated and compared the performances of
ContikiRPL and TinyRPL using the two most widely used
operating systems in wireless sensor networks, i.e., Contiki
and TinyOS. They showed that, although their performance
can be made comparable, parameter selection and imple-
mentation details have significant effects on the perfor-
mance and interoperability of the network consisting of
both implementations.

Furthermore, in [19], Herberg et al. compared RPL with
LOAD using NS-2 simulations and found that LOAD incurs
less overhead if the traffic pattern is bi-directional. The
work in [21] presented simulation results on the network
convergence process of RPL over an IEEE 802.15.4 multihop
network, and investigated improvements and trade-offs.
In [20], Accettura et al. analyzed performance of RPL using
COOJA simulations, and Clausen et al. provided a critical
evaluation of RPL regarding limitations, trade-offs, and sug-
gestions for improvements [18]. The work in [8] addressed
the reliability problem of downward routing in RPL and
designed an asymmetric transmission power-based net-
work where the root directly transmits downlink packets to
destination nodes using much higher transmission power
than low power nodes. Ko et al. investigated the interopera-
bility problem of two modes of operations (MOPs) defined
in the RPL standard, and show that there exists a serious
connectivity problem when two MOPs are mixed within a
single network [22]. To address this issue, the authors pro-
posed DualMOP-RPL that supports nodes with different
MOPs to communicate gracefully in a single network while
preserving the high bi-directional data delivery perfor-
mance. However, none of these works have investigated
nor tackled the load balancing problem of RPL over a real
multihop LLN testbed.

Ha et al. investigated the load balancing problem when
using multiple gateways [32]. They proposed MLEq and
compared its performance to that of RPL. However, they
reduce traffic congestion only by using additional gateways
and does not address the load balancing problem in an LLN
with a single gateway. Liu et al. tackled the load balancing
problem in a single gateway network and proposed LB-RPL
which improves load balancing performance of RPL [33]. It
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Fig. 2. Testbed topology map with a snapshot of routing path given by RPL.

is similar to our work in that LB-RPL allows a node to prior-
itize its parent candidates considering their queue utiliza-
tion (QU). However, a node detects the queue utilization
information of its neighbors from how long a neighbor
delays its DIO transmission; if a node is congested, it delays
the dissemination of routing information. This is problem-
atic because DIO packet losses and use of TrickleTimer do
not allow DIO reception time to exactly reflect the queue
utilization. Furthermore, it causes slow recovery due to
long DIO transmission interval and herding effect by always
removing the congested parent from the parent candidate
set. More importantly, both of these work evaluated their
proposed schemes using NS-2 simulations, and neither con-
duct experiments in a real LLN nor implement their
schemes on real embedded devices.

3 SysTEm MODEL

Let’s consider an IoT LLN system as depicted in Fig. 1.
There are thousands of LLN endpoints that form a low-
power lossy mesh network rooted at an LBR. The LBR con-
nects the LLN to a wide area network (WAN) which can
be either the public Internet or a private IP-based net-
work [34]. Multiple servers for various purposes such as
applications (e.g.,, CoAP), network management, DHCP,
security, etc. reside behind the WAN. In this scenario, LLN
endpoints utilize IEEE 802.15.4 links to communicate with
each other, and use RPL to construct routes towards the
LBR. On top of that, endpoints use IPv6 to communicate
with servers. In this work, we focus on uplink traffic from
LLN endpoints to servers.

To study the data delivery performance of RPL in multi-
hop LLNs, we have configured a testbed environment as
depicted in Fig. 2. There are 30 LLN endpoints and one LBR
(marked with the star) in an office environment. The LBR is
composed of a Linux desktop PC and an LLN interface
which uses ppprouter stack in TinyOS and forwards IPv6
packets to the PC through UART at a baud rate of 115,200.
Each LLN node is a TelosB clone device [35] with an
MSP430 microcontroller and a CC2420 radio, and uses a
transmission power of —13dBm with an antenna gain of
5dB which forms a 5~6-hop network in our testbed.

TinyOS was used as an embedded software in our
experiments. The IPv6 stack and the RPL implementation in
TinyOS are called BLIP and TinyRPL, respectively. We have
not used a duty cycling mechanism such as low power
listening [36], [37] to focus on high rate traffic, and each
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Fig. 3. Testbed architecture to monitor and reprogram each LLN node.
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node employs the default CSMA of TinyOS and a FIFO
transmit queue size of 10 packets.

Using the above hardware and software setup for the
experiments, we consider relatively high data rates where
each node sends a data packet every 2 seconds, i.e., 30 pack-
ets per minute (ppm), or faster. Even though each node gen-
erates low rate data in typical LLN applications, traffic
environments given by large scale applications such as
smart grids can lead to a congested scenario. For example,
in a network consisting of 5,000 nodes as in Cisco’s CG-
Mesh deployment, one packet generation every ~ 5.5
minutes at each node corresponds to the same traffic load at
the bottlenecked LBR in our test scenario.

Finally, as depicted in Fig. 3, each LLN node is connected
to a PC via USB and sends log messages to the PC through
UART back-channel. We gather the log messages from each
PC through ethernet back-channel, obtaining various per-
formance measurements and real-time operation status.
Furthermore, we remotely reprogram each node through
the UART and ethernet back-channels. The two back-chan-
nels are only for debugging and statistics gathering, and are
not used for data communication between nodes.

4 PRroBLEM: RPL wiTH OFO0

In this section, we first provide an experimental measure-
ment study of RPL with OF0 in high traffic scenarios on a
real multihop LLN testbed. We show that most of packet
losses in high traffic scenarios are due to congestion, and
that there exists a serious load balancing problem in RPL in
terms of routing parent selection. We then describe the
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Fig. 4. End-to-end packet reception ratio (PRR) versus uplink traffic load.
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Fig. 5. IP layer packet loss ratio of each node versus uplink traffic load.

TinyRPL implementation as a basis for describing our QU-
RPL in Section 5.

4.1 Load Balancing Problem of RPL

Fig. 4 plots the end-to-end packet reception ratio (PRR) of
RPL (default TinyRPL) with varying traffic load for
uplink UDP from all 30 nodes. The packet interval of
each node varies from 0.8 to 2 seconds (i.e., 30 to 75
ppm). Considering a network size of 5,000 nodes, this cor-
responds to the packet interval of 2.2 to 5.5 minutes per
node (i.e., 0.18 to 0.45 ppm per node). From the figure,
first of all, we observe that our testbed provides near per-
fect PRR for all nodes when the traffic load is light, mean-
ing that RPL establishes a reliable routing topology in our
wireless environments. However, the PRR degrades rap-
idly with the traffic load, and there are some nodes with
PRR as low as ~20 percent at heavy load. Although some
level of degradation is expected due to collisions and
interference caused by higher traffic, this result is much
more severe than expected.

Then our first question is, “what are the reasons for packet
loss?” To investigate this, we have collected data on how
many packets are lost at the link layer and also at the packet
queue within a node. We found that the link loss is negligi-
ble (< 0.2 percent) even in a heavy traffic scenario, and
most of packet losses occur at the packet queue within a
node (Fig. 5). In other words, queue loss is the main reason
for PRR degradation in high traffic scenarios. Furthermore,
queue loss occurs very severely only at a few nodes, which
are suffering extremely high relay burden.

Then our next question is, “is unbalanced queue loss nat-
ural and unavoidable in a multihop network?” It may be nat-
ural that nodes closer to the sink experience more relay
burden and inevitably experience high queue losses in
high traffic scenarios. However, our investigation claims
otherwise as shown in Fig. 6, which depicts the queue
loss ratio of each node according to its hop distance from
the LBR, for both light and heavy loads. At heavy load,
queue loss is significantly unbalanced even among nodes
with the same hop distance from the LBR. Specifically,
only one node (node 7) experiences very high queue loss
ratio among seven nodes which have hop distance of one.
Likewise, only one node (node 19) suffers from severe
queue loss among five nodes which have hop distance of
two. These results lead us to infer that the unbalanced
queue loss comes from the unbalanced, and thus ineffi-
cient, parent selection mechanism of RPL.
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Fig. 6. Queue loss ratio of each node versus each node’s hop distance
from the LBR.

We verify our intuition using evidences in Figs. 7 and
8. First, Fig. 7 depicts subtree size of each node according
to its hop distance from the LBR at traffic load of 60
ppm/node, which shows that subtree size is also signifi-
cantly unbalanced. More importantly, Fig. 8 depicts
queue loss ratio of each node according to its RPL subtree
size at the same traffic load, which shows that queue loss
ratio is roughly proportional to subtree size. Since each
node generates data traffic at a same rate, having more
nodes in its routing subtree means that more traffic will
flow through that node. Lastly, a closer look into the data
reveal that the nodes 7 and 19 which have large subtree
sizes are exactly the nodes with large queue losses. Thus,
we can confirm that unbalanced queue loss comes from
unbalanced routing tree. In other words, queue loss is not
inevitable but can be reduced significantly by designing
an enhanced RPL that balances the subtree size under
heavy traffic.

Our last question is, “does the link ETX used for parent
selection reflect traffic congestion?” Our observation again
indicates otherwise as shown in Fig. 9, which depicts the
link ETX of each node with varying uplink traffic load.
Interestingly, the ETX does not increase notably even in
heavy traffic because the link capacity is higher than the
queue capacity. It is due to the fact that RPL is imple-
mented on low cost and resource constrained devices
which provide queue sizes much smaller than the devices
used for high rate communication such as LTE or WiFi
(i.e., 1,000 packets at IP layer by default and more than 100
packets at link layer). Small queues start to overflow before
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Fig. 7. RPL subtree size of each node versus hop distance at traffic load
of 60 ppm/node.
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Fig. 8. Queue loss ratio of each node versus RPL subtree size at traffic
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traffic congestion becomes heavy enough to be recognized
using ETX, and as a result, a node does not change its par-
ent node even when the parent continuously suffers queue
losses. For this reason, it is desirable to use a new routing
metric and a parent selection strategy to alleviate the load
balancing problem of RPL.

4.2 TinyRPL—RPL Implementation with OF0
In this section we describe TinyRPL, i.e., the default RPL
implementation in TinyOS 2.1.2 (latest), which implements
the RPL standard [9] with OF0 along with the hop count
metric for rank calculation and the ETX for parent selection.

RPL broadcasts the routing information using DIO mes-
sages which are transmitted based on the TrickleTimer [38]
to achieve a balance between control overhead and fast
recovery. To this end, the TrickleTimer doubles the broad-
cast period after every DIO transmission and re-initializes it
to a minimum value when route inconsistency is detected.
Furthermore, RANK is defined and used by the OF to repre-
sent the routing distance from a node to the LBR, and link
and node metrics are used for RANK calculation and parent
selection.

TinyRPL with OF0 uses hop count for RANK calculation,
and together with ETX for parent selection. Specifically,
RANK of node k is defined as

RANK (k) = h(k) + 1, o))
where h(k) is the hop count between node k and the LBR.

That is, RANK(LBR) =1, and RANK (k) = oo before node
k joins the network. Node k broadcasts DIO messages

3 . . A
i T s S— S
"5 : &0 75

45
Traffic load [ppm/node]

Fig. 9. Link layer ETX versus uplink traffic load from all 30 nodes.
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containing RANK (k). ETX (k,py) measured by node k is a
link quality indicator between node k and its parent candi-
date py, and is defined as

ETX(k, py) = # of total transmissions from k to py,
PR = # of successful transmissions from k to pj.

(2)

RPL smoothes the ETX using an exponentially weighted
moving average (EWMA) filter, making it robust to sudden
changes in link condition.

Each node recognizes its neighbor nodes by DIO mes-
sages received from them. Node k generates its parent can-
didate set Pj, from its neighbor set N;; as

P, = {nk S Nk\h(nk) < h(k), ETX(k:,nk) < 5}, 3)

where § is a threshold to remove neighbors which are con-
nected through unreliable links.

Each node performs parent selection process when its
information on parent candidates has been changed. Node

k selects its best alternative parent Pk as
P, = arg min {R(py)}, 4)
PREPy

where R(py,) is a routing metric given as

R(piy) = RANK (p;,) + ETX (k, py). (5)

Then, it changes its parent node from the current parent
P, to the best alternative P if

R(Py) < R(P) —o, (6)

where o is a stability bound to mitigate unnecessary and inef-
ficient parent changes, which is set to 0.5 by default. This is a
hysteresis component (similar to MRHOF) of TinyRPL, and
we refer to it as the stability condition. Thus, RPL allows each
node to select a parent node which has a reliable link and min-
imum hop distance to the LBR, regardless of traffic load.

5 QU-RPL: QUEUE UTILIZATION BASED RPL

In this section, we propose QU-RPL that is simple, but has
the capability of load balancing which is lacking in RPL.
5.1 Routing Metric Including Congestion
Information
As we revealed in the previous section, E7TX is not suited
for early detection of traffic congestion in LLNs. It is due to
the fact that link losses occur much later than queue losses
when congestion starts to grow and becomes heavy enough
to be detected by £7X. The number of nodes in the down-
ward routing table (i.e., subtree size) may be an option to
use for load balancing. However, because this information
is updated by reception of Destination Advertisement
Object (DAO) messages (addition) and timeouts of routing
table entries (deletion), it does not reflect the actual conges-
tion promptly enough.

For these reasons, we choose to use queue utilization factor
at each node k, Q(k), for detecting and distributing informa-
tion about congestion, which is defined as

_ Number of packets in queue of node k

Q(k) =

(7

Total queue size of node k

QU-RPL applies the same EWMA filter for statistical cal-
culation of Q(k) as for ETX calculation. Furthermore, node
k adjusts Q(k) after each parent selection using Q(k) and
Q(P), according to

Q(k) = max{Q(P;) — A, Q(k)}. (8)

The intuition behind this adjustment comes from our
observation that when congestion occurs at the parent of
node k, Q(P;) is usually significantly greater that Q(k).
That is, Q(k) may be small even when P is severely con-
gested. However, although a node %k has low QU, it is
better not to be selected as a parent by other neighbors
if its parent node suffers from severe congestion. This is
because node k forwards all the packets received from
its children to P, after all. Thus, QU-RPL performs the
above QU adjustment (Eq. (8)) to lower the probability
of a node being selected when its parent node is con-
gested, where A is a small positive QU reduction factor
which makes Q(k) < Q(P). We set A as 0.25, which
means that a congested node can trigger QU adjustment
for up to three-hop children nodes.

Finally, for QU-RPL, R(p;,) is replaced with a new routing
metric Rou(pr), defined as

Rou(pk) = h(pk) + 1 + ETX(k, pi) + aQ(pr), (9)

where « is a coefficient which controls the weight given to the
QU with respect to the hop count and ETX metric. « should
be greater than one for QU to have a notable effect on the par-
ent selection. Otherwise, Q(py) has smaller effect than h(py)
since 0 < Q(pr) < 1. We discuss and evaluated the impact of
optimal « selection in detail later in Section 7.5.

5.2 Propagation of Congestion Information
In QU-RPL, each node distributes its QU information to its
neighbor nodes. There are several ways of implementing
this within the RPL standard. One way is to use an optional
Metric Container within the DIO message. For doing so, QU-
RPL needs to newly define the QU Metric Container and
modify the OF to use it while processing the DIO. Another
way is to modify only the OF and redefine RANK to contain
the QU value together with the previously defined RANK
(i.e., hop count). Both approaches are within the scope of
RPL standard [9], and thus standard compliant thanks to
the flexibility and openness of RPL.

To this end, in our QU-RPL implementation, we take the
latter approach and newly define RANKy (k) for the DIO
message to contain both A (k) and Q(k) as follows:

RANKqu (k) = B(h(k) + 1) + (B — 1)Q(k), (10)

where B is a cipher parameter used to embed and decode
two values from a single numeric field.” Each node broad-
casts the DIO message containing RANKy, and extracts

2. B can be any reasonable positive integer (e.g., 10 or 100) that keeps
the RANKy (k) within its 16 bits boundary and allows for determin-
istic decoding of the two values h(n) and Q(n). For our experiments,
we have used 8 = 100.
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Fig. 10. TrickleTimer reset strategy in QU-RPL.

the hop count and the QU of a neighbor node n from its
received RANKy(n) as

iy = [P )] av
Q(n)::rnod(IL4AU(QUOﬂ,ﬂ) 12)

p—1 7
respectively, where |z] is the largest integer which is
smaller than or equal to z and mod() is modulo operation.
Our QU-RPL implementation provides each node with the
QU information of neighbor nodes without changing the
message format nor adding any optional field to the DIO
message.

However, the current DIO transmission strategy in RPL
does not provide QU information in a timely manner due to
its long TrickleTimer period since it is reset to a minimum
only when changes in routing topology occur. To alleviate
this problem, we also reset the TrickleTimer period when a
node experiences a certain number of consecutive queue
losses.® While doing this, however, we need to be careful to
minimize the frequency of TrickleTimer re-initialization
since it increases routing overhead (i.e., DIO messages).
Based on these observations, Fig. 10 describes our strategy
for TrickleTimer reset which balances the speed and over-
head of QU information dissemination. Basically, it counts
the number of queue loss events and resets the
TrickleTimer only when it experiences a certain number (¢)
of consecutive queue losses and QU indicates congestion
(i.e., QU satisfies the congestion condition (14), explained
below in Section 5.4). After the reset, it additively increases
the ¢ threshold to slow down the reset interval and balance
the overhead caused by the reset. Otherwise, if no queue
loss event occurs during the noLoss timeout period, then the
algorithm returns to the initial settings. This reset strategy

3.1t is important whether and when to detect and indicate conges-
tion in response to queue fill up. Since an LLN node has small queue
size, the queue can fill up temporarily even when there is no conges-
tion. Thus, if we declare congestion too early, that often results in false
positive for congestion, and incurs unnecessary DIO overhead. This is
the reason why we reset TrickleTimerafter experiencing consecutive
queue losses.

[
Vicious
Cycle

L —

Congestion! Congestion!|

Fig. 11. An illustration of herding effect in QU-RPL without probabilistic
parent change.

allows a node to fast propagate its QU information when it
is congested, which helps its children nodes to quickly
move to another parent nodes, while keeping the overhead
to a minimum.

5.3 Congestion Indicator .,
Before we discuss the parent selection mechanism of QU-
RPL, we first need to define the congestion indicator u, that
detects congestion and triggers the parent change for load-
balancing. For the congestion indicator p,, there are some
candidates such as Q(k) and Q(P:). We empirically
observed that Q(k) is much smaller than Q(P;) even when
Py, experiences a lot of queue losses, and thus it cannot
reflect the traffic congestion properly. Moreover, when Q(k)
is large, the parent selection of node k cannot help reducing
the load. Rather, it is more important to let its children
nodes migrate to another parent. We also observed that
Q(P;) is a better congestion indicator than Q(k), but still
insufficient to meet our needs. This is because, once the traf-
fic load is well balanced after a congestion event as a result
of QU-RPL in action, each node has low Q(P;) and the con-
gestion condition (14) is not satisfied. Thus each node
changes its parent node in the same way as in RPL, causing
the traffic load to be unbalanced again.

Therefore, we consider exploiting @ mq, Which is the
maximum QU among all the parent candidates that node k&
had in the recent past, represented as

(13)

max
i€{1,2,3.4}

Qk,ma.x = max{ QE:,]m;uU HlaX{Q(pk)}},
PiEPy

where Q,[j‘]max is the max;, cp, {@Q(px)} in the recent ith hour.
In other words, we design each node k to record the QEHW
every hour, maintain this record for the recent 4 hours, use
the sliding window to update this information every hour,
and then use the maximum of these values to calculate
Qrmax- With the use of Q) 4., each node memorizes the pre-
vious congestion event, mitigating hasty parent changes
that may occur when the traffic load has been recently bal-
anced by exploiting QU under heavy traffic.

5.4 Parent Selection Mechanism

The two design elements of QU-RPL introduced in the pre-
vious subsections allow each node to consider congestion
when selecting its parent node. However, only using
congestion-aware routing metric and fast QU propagation
mechanism brings another challenge, termed herding effect.
Fig. 11 depicts an example of the herding effect where all the
six 2-hop nodes select the 1-hop node on the left as their
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parent and incur congestion. The use of new routing metric
and QU propagation in QU-RPL allows the children nodes
to escape from the left parent node by detecting congestion.
The problem is that all of them may change the parent
simultaneously, which incurs congestion again on the right
1-hop node. In this way, a vicious cycle could be created,
where a group of nodes repeat meaningless parent changes
indefinitely without achieving load balancing.

To avoid the herding effect, we add a probabilistic parent
change mechanism to our QU-RPL design. Each node gen-
erates a parent candidate set from its neighbor nodes
according to Eq. (3), and opportunistically includes neigh-
bor nodes with the same rank* to diversify candidate
parents to avoid congestion. Then, it selects the best alter-
native (new) parent node using Eq. (4) (same as in RPL)
while substituting the routing metric with Eq. (9). How-
ever, QU-RPL operates differently from RPL when deter-
mining whether to switch from the current parent to the
best alternative or not. QU-RPL considers not only the
stability condition given by Eq. (6) but also the traffic con-
gestion condition given by

K >V, (14)
where p,, is the congestion indicator that indicates the traffic
congestion around node k, and y is a threshold value for
deciding when to perform load balancing. If the condition
(14) is satisfied, node k needs to change its parent node con-
sidering load balancing. Otherwise if only the stability con-
dition is satisfied, node k in QU-RPL changes its parent
node from P to f’k in the same way as in the default RPL. In
other words, QU-RPL has the same parent change mecha-
nism as RPL when a node does not experience congestion.

We empirically chose y as 0.5 to reflect the idea that our
load balancing scheme should come into action when the
QU of a congested node is above 50 percent. If we had
selected y to a lower value, unnecessary load balancing
action might take place even when there is no real conges-
tion. This will only cause unnecessary additional overhead
(in terms of DIOs and DAOs) when the current topology is
capable of supporting the given traffic load. If we had
selected y to a higher value, that would delay the detection
of congestion and load balancing effort, which could result
in increased packet losses.

Then, most importantly, if both the stability condition
and the congestion condition are satisfied, node & changes
its parent node from P, to P, with the probability

maX{K(Q(Pk) — Q(f:’k)), 0}7 (15)
where « is a non-negative coefficient which controls what
percentage of children nodes change their parents. That is,
QU-RPL requires a node to probabilistically change its par-
ent considering its QU differences. This probabilistic parent
change is a critical component of QU-RPL to avoid the herd-
ing effect, and we will discuss and evaluate the impact of
optimal « selection on performance in detail in Section 7.5.

4. A node includes neighbor nodes with the same RANK in the par-
ent candidate set when receiving their DIOs, and removes them when
not selected as the parent node.

Fig. 12. Routing topology change from the default RPL to QU-RPL.

5.5 Memory Footprint

Overall, our QU-RPL implementation requires 4,018 bytes
of extra ROM and 22 bytes of extra RAM compared to the
current TinyRPL implementation. That is 10 percent
increase for the ROM (39,516 — 43,534 bytes) and only 1
percent increase for the RAM (7,402 — 7,424 bytes), and it
operates well on low cost embedded devices such as TelosB.

6 PERFORMANCE EVALUATION—COMPARISON
wITH RPL

In this section, we evaluate the performance measurement
results for QU-RPL on the testbed setup, and compare it
against TinyRPL.

6.1 Routing Topology

First of all, we graphically describe the effect of QU-RPL on
topology construction using Fig. 12, which depicts a snap-
shot of the routing topology at the end of experiments for
RPL and QU-RPL. Let us consider the physical topology in
Fig. 2 again for analysis. In RPL, when comparing subtrees
of nodes 10 and 19, we can see that node 19 has nearly half
of all the nodes in the network as its children nodes, which
is more than twice larger than what node 10 has. As a result,
node 19 experienced significant relay burden and dropped a
lot of packets at its queue. However, the more critical prob-
lem is that both nodes 10 and 19 have node 7 as their parent
node, which incurs an extremely large number of queue
losses at node 7 and causes significant PRR degradation.
Nodes 7 and 19 are the two which experienced severe queue
loss in Fig. 6. RPL cannot escape from this unbalanced
topology because their children nodes are unaware of the
severe congestion. From the children nodes’ perspective,
they are able to successfully transmit almost all the packets
to their parents, which is expected by their low ETXs.

In contrast, in QU-RPL, although node 19 has the largest
number of nodes in its subtree, the number of children
nodes of node 10 is only one less than that of node 19,
showing balanced load distribution. Furthermore, nodes 8
and 9 have larger subtrees compared to the RPL case.
More importantly, nodes 10 and 19 have different parent
nodes (i.e., nodes 5 and 7, respectively), which significantly
decreases queue loss and improves PRR. Specifically,
nodes 16 and 18 do not select node 19 as their parent node
even though node 19 is with better link quality, resulting
in successful avoidance of traffic congestion. Furthermore,
nodes 20, 21, 24, and 25 do not select node 19 even though
their current choices have resulted in hop distance
increase. The smart use of QU leads those nodes to avoid



972

80 .
I RPL (mean) :
= &0 I CU-RPL (mean) | ¢ g
& B —=—RPL worst)
% —&— QU-RPL {worst)
L1 R TS ARE-RRPPPTPRPRTT SPPPRE
= : /
@ f: '."
= v
g ., | R TR .D ........................... .4

Traffic load [ppr/node]

Fig. 13. Loss ratio at packet queue versus uplink traffic load.

x 10°

< B : v
2 Left: RPL ; :
= Right: QU-RPL: :
w . . -
= B L L L T TRres PEP PP PP PPPES R
S : +: :
-4 : : +:
< 4 b
‘» H +: 4=
2 ' ; t
E *g# ;i T i
e 2] b ID
£ %! % ;
© : -
N = S

30 45 60 75

Traffic load [ppm/node]

Fig. 14. Data transmission requests of each node versus uplink traffic load.

traffic congestion by rejecting node 19 even though it has
smaller hop distance. QU-RPL also prevents them from
selecting a child node of node 19 as their parent node. This
is because, through the QU adjustment (8), QU-RPL lowers
the probability that a node having a congested parent is
selected as a parent node.

Quantitatively, the standard deviation of the number of
children nodes per node has decreased from 1.79 to 1.04,
and that of the number of nodes in subtree per node has
decreased from 4.47 to 2.25, which shows that QU-RPL
indeed achieves load balancing of children nodes.

6.2 Packet Delivery Performance

Fig. 13 depicts the queue loss ratio (i.e., dropped packets
divided by injected packets into the IP layer packet
queue) with varying uplink traffic load. We observed
that QU-RPL reduces the queue loss ratio significantly,
up to 84 percent, especially at bottlenecked nodes. This
reveals that the balanced tree topology of QU-RPL, as
shown in Fig. 12, has a critical impact on congestion mit-
igation, and thus enables QU-RPL to achieve lower and
fairer queue loss compared to RPL.

To show more details, we use Fig. 14 which depicts
the data transmission burden of each node with varying
uplink load where outliers are marked with plus sym-
bols. From this figure, we directly observe that QU-RPL
evens out the traffic load much better than RPL. QU-RPL
significantly reduces the data transmission burden on
most congested nodes, while only slightly increasing
those of other nodes. This is the main cause of the queue
loss reduction shown in Fig. 13.
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Fig. 17. Hop distance from the LBR versus uplink traffic load.

The reduction in queue losses is directly translated into
PRR improvement, as shown in Fig. 15 which depicts
the PRR performance of each node for RPL and QU-RPL
with varying uplink load. It shows that QU-RPL enhan-
ces the PRR performance significantly for most of the
nodes in the network, up to 147 percent. For RPL, its
PRR degradation mainly comes from its inadequate par-
ent selection, which is worsened by the small queues of
embedded devices.

Fig. 16 depicts the link ETX of each node to its parent
node with varying uplink traffic load. We observe that both
RPL and QU-RPL allow a node to select its parent with
good link quality since the measured ETX is at most 2 in all
cases. Moreover, the link ETX results for both protocols do
not vary significantly with different traffic loads, revealing
that the wireless link capacity is not the main cause of
packet loss even under heavy traffic.



KIM ET AL.: LOAD BALANCING UNDER HEAVY TRAFFIC IN RPL ROUTING PROTOCOL FOR LOW POWER AND LOSSY NETWORKS 973

100

I RPL |

Average DIOs / node / hour

30 45 60 75
Traffic load [ppm/node]

Fig. 18. Average DIO overhead of each node versus uplink traffic load.

Fig. 17 depicts the hop distance of a node from the LBR
with varying uplink traffic load. By comparing the average
hop distance and the hop distance of the farthest node, we
can see that QU-RPL shows similar hop distances to RPL
while achieving load balancing. It is mainly because QU-
RPL exploits the similar criterion of hop distance as RPL
when generating a parent candidate set. Since a node’s
neighbor nodes with large hop distances are already
removed from its parent candidate set, parent selection
considering QU causes only slight increase in its hop dis-
tance from the LBR. Moreover, the QU weighting factor «
of Rou(k) can be tuned considering the trade-off between
hop distance and load distribution. For instance, for « = 2,
when a node experiences severe congestion, its parent
node has the distance of at most one hop greater than that
given by RPL.

From the results in Figs. 13-17, we find that simply pro-
viding a multihop route with good link quality (ETX) for
each node is insufficient for large scale applications with
resource constrained (i.e., small queue sized) devices. QU-
RPL requires low implementation cost and low operation
overhead, but achieves significant improvement in packet
delivery performance by using hop distance and QU infor-
mation together.

6.3 Routing Overhead

Before discussing the routing overhead (DIO and DAO
messages) of RPL and QU-RPL, we need to first under-
stand the ranges of traffic load. In general, light traffic
load means that the network is capable of handling the
traffic without congestion at any part of the network.
However, heavy traffic load has two ranges; one where
congestion may or may not occur depending on the par-
ent selection and load balancing, and the other ‘extremely
heavy’ case where congestion is unavoidable even after
load balancing with ‘good” parent selection. QU-RPL aims
to solve the former case.

Fig. 18 plots the average DIO overhead of each node
under varying uplink traffic load. Each node in QU-RPL gen-
erates extra DIO overhead since it resets its TrickleTimer
more frequently than in RPL to fast distribute the QU infor-
mation when it suffers from consecutive queue losses. When
the traffic load is extremely heavy (i.e., 75 ppm/node) where
the channel bandwidth is close to saturation and the PRR
performance is low even with use of QU-RPL, QU-RPL
incurs considerably more DIO overhead than RPL. This is
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Fig. 19. Number of parent changes of each node versus uplink traffic load.

because the traffic load is too heavy such that the congestion
problem cannot be solved via load balancing, but QU-RPL is
continuously trying to select less congested parents. How-
ever, the increase in DIO overhead of QU-RPL is insignificant
compared to the total amount of traffic in the network and
also the great reduction in relay burden of congested nodes.

Even in the lightest traffic scenario where a node gener-
ates 1,800 data packets per hour, the amount of data traffic
is 36 times more than that of DIO traffic. In other words,
overhead is less than 3 percent of the data traffic. Further-
more, RPL requires the most bottlenecked node to transmit
more than 30,000 data packets per hour in the lightest traffic
scenario as shown in Fig. 14, thus its overhead is less than
0.3 percent of the forwarding traffic. Since QU-RPL signifi-
cantly reduces the data transmission burden of bottlenecked
nodes and packet losses at those queues, their overall trans-
mission cost is reduced greatly. We can conclude that
increase in DIO overhead of QU-RPL is a reasonable cost to
pay for much better PRR performance when delivering
heavy traffic.

Fig. 19 depicts the average number of parent changes
of each node with varying uplink traffic load. First of all,
the number of parent changes in RPL is not strongly cor-
related to traffic load since RPL triggers parent changes
using ETX which stays low regardless of traffic load as
shown in Fig. 16. It is also observed that the frequency
of parent change in QU-RPL is similar to that in RPL
when the traffic load increases up to 60 ppm/node, but
significantly higher under extremely heavy traffic (i.e., 75
ppm/node). This is because, under extremely heavy traf-
fic where even the load balancing cannot resolve the con-
gestion, QU-RPL continuously attempts to resolve the
problem by new parent selection.

In RPL, there is another routing overhead of transmitting
DAO messages which are used for downlink route setup
between a node and the LBR. Each node sends DAO mes-
sages toward the LBR periodically’ when its route is consis-
tent, and also when its upstream route has been changed.
Fig. 20 plots the average DAO overhead of each node under
varying uplink traffic load. It shows that QU-RPL requires a
similar amount of DAO overhead compared to RPL up to
60 ppm/node, but it has much higher overhead when load

5. Depending on the implementation, it can be pseudo-periodic. The
RPL standard RFC6550 does not mandate the transmission timing of
DAOQ messages.
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Fig. 20. Average DAO overhead of each node versus uplink traffic load.

balancing cannot resolve the congestion due to the same
reason as above.

6.4 Effect of Topology Variation

In this section, we experiment with several different physi-
cal topologies and investigate whether and how topology
variation affects the performance of QU-RPL. For this pur-
pose, we created multiple topologies on the same testbed
deployment (Fig. 2) by modifying the location of the LBR
(root node) and adjusting the transmission power. Our
indoor testbed environment has quite uneven node density
due to obstacles such as doors, walls, windows, etc., which
helps us to generate various topologies. Specifically, the
‘default topology” refers to the topology in Fig. 2 that we have
been using so far throughout the paper, ‘topology 2’ refers to
a topology where node 9 acts as the LBR with transmission
power of —22 dBm, ‘topology 3 refers to a topology where
node 14 acts as the LBR with transmission power of —22
dBm, and ‘topology 4" refers to a topology where node 30
acts as the LBR with transmission power of —9 dBm. For
topologies 2 through 4, the node that was the LBR of the
‘default topology’ acts as a regular data node, and thus the
total number of data nodes remain as 30.

Fig. 21 compares the performances of QU-RPL and RPL
for the considered four topologies when each node gener-
ates upward traffic with 60 ppm. We first observe that per-
formances of both RPL and QU-RPL significantly rely on
topology configuration. However, in all cases, QU-RPL
achieves much better PRR performance than RPL by balanc-
ing traffic load. Results of DIO overhead and hop distance
show the same trends as we explained above. Thus, we
can conclude that QU-RPL achieves more reliable packet
delivery than RPL with slightly larger routing overhead

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 16, NO.4, APRIL2017
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Fig. 22. Testbed topology map for scalability test (49 nodes) with a snap-
shot of routing path given by RPL.

and hop distance, regardless of node placement and trans-
mission power setting.

6.5 Scalability—A Short Glimpse

To get an idea of the scalability of QU-RPL, we constructed
another larger indoor testbed with 49 nodes (one LBR and
48 LLN enpoints) as shown in Fig. 22 at the basement of our
university building. Note that this testbed is physically dis-
tinct from our earlier testbed which was at the 3rd floor of
our building. On this new testbed, we made each node use
transmission power of —22 dBm, which forms a 5-hop net-
work using RPL. We created two topologies in this larger
testbed. ‘topology 5’ is illustrated in Fig. 22 and ‘topology 6’
refers to a topology where node 45 acts as the LBR and the
LBR of the ‘topology 5 becomes a data node. Lastly, each
node generates upward traffic with 36 ppm, which makes
the LBR experience traffic load similar to the 60 ppm/node
case in the 30-node testbed.

Figs. 23a-23d compare various performance metrics of
QU-RPL and RPL in the two topologies. Fig. 23a shows that
RPL experiences significantly more packet losses (low PRR)
than QU-RPL in both topologies. Furthermore, Fig. 23b
reveals that this low PRR of RPL does not come from link
losses but queue losses at small number of nodes. These
results confirm that RPL experiences severe load balancing
problem in this larger testbed as well, which implies that
the observations and arguments that we have made in the
earlier sections are still valid in this larger network as well.
That is, the load balancing issue could also be problematic
in a large-scale network.

More importantly, we observe that QU-RPL achieves
more dramatic performance improvement over RPL com-
pared to the 30-node cases. Specifically, QU-RPL improves
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average PRR from 80.53 to 99.65 percent in ‘topology 5" and
from 76.69 to 99.39 percent in ‘topology 6. QU-RPL
improves PRR more drastically for the worst performing
node, from 51.16 to 97.41 percent in ‘topology 5 and from
14.58 to 97.78 percent in ‘topology 6’. We believe this is
because larger (and deeper) network has more opportu-
nity to become unbalanced in terms of tree construction,
which makes load balancing more important and effective.
We also believe that the large number of forwarding traffic
that travels over the multihop network is what makes
larger & deeper multihop networks more challenging than
small & shallow networks in terms of congestion, and thus
load balancing problem becomes more critical.

Fig. 24 graphically depicts the load balancing effect in
‘topology 5 similar to Fig. 12. We observe that both RPL and
QU-RPL have seven nodes that are connected to the LBR in
a single hop, only three of which have subtree nodes due to
the constraint of given physical topology. However, when
taking a deeper look, we can find out that the two protocols
provide quite different subtrees. RPL constructs the three
subtrees with size of 3, 10 and 28, respectively, which clearly

shows unbalanced topology. In contrast, QU-RPL forms
these subtrees with size of 4, 18 and 19, which achieves load
balancing. Specifically, our QU-RPL reduces standard devi-
ation of the subtree size from 4.8 to 4.3, and size of the larg-
est subtree from 28 to 19.

Moreover, by combining the results of Figs. 23a and 24,
we confirm that the node which suffers from extremely
large number of queue losses when operating RPL in
‘topology 5 was node 4 (i.e., parent node of the largest sub-
tree with 28 children nodes). This verifies that queue losses
of RPL come from unbalanced tree structure. We have also
verified that QU-RPL constructs balanced tree structure in
‘topology 6" as well (figure omitted for brevity). All the
results reveal that performance improvement of QU-RPL
comes from its balanced tree topology.

Overall, our experiments on a 49-node testbed verify
that both RPL and QU-RPL exhibit similar behavior as we
observed in the 31-node cases. Furthermore, our experi-
mental results show that impact of load balancing on the
performance becomes more significant in a larger network.
As a final note, even though our experiments cannot cover
the case of real large-scale networks comprising thousands
of nodes, we believe that this load balancing problem will
also occur in these large networks due to two reasons.
First, environmental factors in real LLN deployments such
as obstacles and human activity complicate link character-
istics, which makes some nodes have much more neighbor
nodes than others even if nodes are uniformly deployed.
Second, given that an LLN node is resource-constrained
and has small queue size, higher volume of forwarding
traffic in a large-scale multihop network can cause severe
queue losses.

7 EFFECT OF DESIGN ELEMENTS

In this section, we investigate the effect of each design ele-
ment in QU-RPL on the performance. Our aim is to verify
that each component of QU-RPL contributes to achieving
performance improvement. To this end, we selectively
remove each design element of QU-RPL from the full ver-
sion of QU-RPL, and compare the performance of each
implementation with the full QU-RPL and the default RPL
when each node generates upward traffic with 60 ppm. We
consider PRR, DIO overhead, and the frequency of parent
change as the evaluation metrics.

”“Q?“ ' i@@@@
"--—-:_‘_‘_:--———-w

—_ | .
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Fig. 24. Routing topology change from the default RPL to QU-RPL in ‘topology 5 of a 49-node testbed.
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7.1 TrickleTimer Resetting Strategy

To evaluate the effect of TrickleTimer resetting strategy in
QU-RPL, which fast propagates the QU information of a
node when it experiences congestion, we present Fig. 25
with two additional schemes; ‘Slow QU’ and ‘Fast QU’.
‘Slow QU’ uses the same TrickleTimer as RPL which does
not reset the DIO broadcast period even when a node suf-
fers from congestion. ‘Fast QU’ resets Tricklelimer when-
ever a node experiences more queue losses than a
predetermined threshold (Section 5.2).

From Fig. 25a, we observe that QU-RPL and its variants
provide better PRR than RPL thanks to its design elements
other than TrickleTimer resetting strategy. Furthermore,
‘Slow QU’ shows the worst performance among the three
QU-RPL-related ones since it cannot fast disseminate the QU
information of a congested parent node to its children nodes.
The slow update of QU makes it hard to balance traffic load
since each node changes its parent node based on inaccurate
and outdated QU information. As a result, “Slow QU’ repeats
meaningless parent changes again and again, which causes
the largest number of parent changes as shown in Fig. 25c.

On the other hand, ‘Fast QU’ greatly improves the PRR
performance with less parent changes than “Slow QU’ by
propagating real-time QU information when congestion
occurs. However, as shown in Fig. 25b, it requires the larg-
est DIO overhead due to frequent re-initialization of
TrickleTimer. Thus, this result indicates that QU-RPL
achieves the same performance as the better one of either
‘Slow QU’ or ‘Fast QU’ by re-initializing TrickleTimer with
an adaptive threshold ¢ which increases when a node con-
tinuously suffers from congestion.

7.2 Probabilistic Parent Change
Fig. 26 shows the effect of probabilistic parent change mech-
anism in QU-RPL, which is designed to mitigate herding

8

&

[

Average parent changes / node / hour
=]

o

Slow QU Fast QU  QU-RPL
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RPL

Slow QU Fast QU  QU-RPL
(c) Parent changes

effect. Here ‘No Prob’ selects the best alternative parent
using the same routing metric Roy(pr) as QU-RPL, but
changes the parent from the current one to a newly selected
one as RPL (i.e., no use of Eq. (15)).

Based on the routing metric including QU, ‘No Probt/
detects congestion and tries to resolve the problem by
changing parents and transmitting DIOs much more fre-
quently than RPL and QU-RPL, as shown in Figs. 26b and
26¢c. However, Fig. 26a shows that, even though ‘No Prob’
improves PRR performance compared to RPL, it still pro-
vides worse PRR than QU-RPL. This is because ‘No Prob’
allows each child node of a congested parent to be simulta-
neously attached to its best alternative parent, resulting in
repetitive and meaningless parent changes with limited per-
formance improvement.

7.3 Congestion Indicator .,

Fig. 27 shows the effect of congestion indicator w; on the
performance. Here ‘My QU’, ‘Parent QU’, and QU-RPL use
Q(k), Q(Py), and Eq. (13) as u,, respectively. First, Fig. 27a
reveals that QU-RPL and its variants outperform RPL
thanks to other design elements in QU-RPL except the con-
gestion indicator. Among the three QU-RPL-related proto-
cols, "My QU’ provides the worst PRR performance since
Q(k) could be small even when a parent node of node k
experiences severe congestion (i.e., large Q(Fy)). Node k
cannot detect the congestion of its parent node with use of
Q(k) and incurs herding effect because the condition (14) is
not satisfied. As a result, “My QU incurs the largest DIO
overhead and the largest number of parent changes, as
depicted in Figs. 27b and 27c.

‘Parent QU’ significantly improves PRR performance
over ‘My QU’ by using Q(P;), which means that Q(F;) is a
more desirable congestion indicator than Q(k) in the per-
spective of parent selection. However, ‘Parent QU’ still
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Fig. 26. The effect of probabilistic parent change on performance.
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Fig. 28. The effect of QU adjustment on performance.

provides PRR performance slightly lower than QU-RPL
while incurring larger DIO overhead and more parent
changes than QU-RPL. This is because the use of Q(F;) well
balances tree topology at first, but can make it unbalanced
again. Specifically, once the topology is balanced, Q(F:)
becomes small, which allows node k to disable probabilistic
parent change. On the other hand, Qj ., helps node & to
memorize congestion events and maintain the probabilistic
parent change. Since QU-RPL can balance tree topology in a
more stable manner, it provides the best performance
among the three competitive schemes.

7.4 QU Adjustment

Fig. 28 shows the effect of QU adjustment considering the
QU of a parent node as Eq. (8). "No AQU’ is the same as
QU-RPL but does not use the QU adjustment in Eq. (8).
From the three figures, we observe that QU adjustment
slightly improves the PRR performance while reducing DIO
overhead. This is because the QU adjustment mechanism
increases QU of a node when it has a congested parent,
which allows each node to avoid selecting a node as a par-
ent, when it has a congested parent (thus avoiding con-
gested grandparent). The results confirm that QU-RPL
achieves load balancing more effectively by propagating
QU information of each node to its subtree.

7.5 Weighting Factors « and «

Lastly, we analyze the effect of the design parameters o and «
on the performance of QU-RPL. Fig. 29 depicts the PRR given
by QU-RPL with varying o and «. First of all, we observe that
the PRR first increases and then decreases with «. This is due
to the trade-off between congestion avoidance and routing
direction. For large «, a node mainly considers QU when
selecting its best alternative parent, and easily avoids traffic
congestion. However, it may take a path that is significantly

(b) DIO overhead

Mo AQU GIU-RPL RPL No AQU QU-RPL

(c) Parent changes

longer than the shortest path by ignoring hop distance infor-
mation of parent candidates. We also observe that the PRR
first increases and then decreases with « as well. This is
because, for large , a node aggressively changes its parent to
avoid traffic congestion, which shows the trade-off between
fast load balancing and herding effect.

We conclude that these parameters do impact the perfor-
mance of QU-RPL, and they can be empirically optimized by
observing network performance. The results show that QU-
RPL provides the best PRR performance when « =2 and
k = 0.25. Therefore we have exploited these values through-
out our testbed experiments and evaluation in Section 6.

8 CONCLUSION

In this paper, we have discussed the congestion and load
balancing problem of the RPL standard. We have identified
the cases where routing concentrates on a small set of for-
warding parents resulting in packet delivery failures due to
queue overflows, and also verified our findings through
proof-of-concept implementation and testbed experiments.

3
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K

Fig. 29. Average PRR with varying o and «, which shows the effect of
parameters on performance.
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To address this issue, we have proposed a light-weight but
effective solution, called QU-RPL, that aims to achieve load
balancing by allowing each node to select its parent node
according to the queue utilization of its neighbor nodes as
well as their hop distances to the border router. We have also
evaluated the performance of QU-RPL through extensive
experiments on a real testbed in comparison with the
TinyRPL, and proved that our proposal greatly alleviates the
packet loss problem at queues, thereby achieving significant
improvement in end-to-end packet delivery performance.
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