IEEE INFOCOM 2025 - IEEE Conference on Computer Communications | 979-8-3315-4305-1/25/$31.00 ©2025 IEEE | DOI: 10.1109/INFOCOM55648.2025.11044650

César: Cellular Resource Scheduling-Aware
Congestion Control

Juhun Shin*, Goodsol Lee*, Jeongyeup Paek!, Saewoong Bahk*

*Department of Electrical and Computer Engineering and INMC, Seoul National University, Seoul, Republic of Korea
"Department of Computer Science and Engineering, Chung-Ang University, Seoul, Republic of Korea
jhshin@netlab.snu.ac.kr, gslee2 @netlab.snu.ac.kr, jpack@cau.ac.kr, sbahk@snu.ac.kr

Abstract—Delay-based congestion control algorithms (CCAs)
have been proposed to tackle the bufferbloat problem of tra-
ditional loss-based CCAs. However, existing delay-based CCAs
either fail to adequately consider the non-congestive delay caused
by scheduling characteristics of modern cellular networks leading
to improper congestion control, or face practical deployment
issues, which results in an inability to fully utilize the high
bandwidth and low latency that recent cellular systems provide.
To resolve this problem, we propose César, a cellular resource
scheduling-aware congestion control with only sender-side mod-
ification. César estimates scheduling unit through TCP ACK
interval patterns to deduce the scheduling characteristics of the
current cellular link, and adjusts the congestion window size
based on scheduling unit in a step-wise manner to minimize
the impact of the scheduling delay on congestion control. Ex-
perimental results on 5G and LTE cellular networks of three
different mobile carriers show that César outperforms other
state-of-the-art CCAs. Results show that throughput-over-latency
performance improves by up to 2.89x, 10.09x, 1.39x, and 5.65x
compared to ExLL, PropRate, BBR, and Cubic, respectively.

Index Terms—Congestion control, cellular, transport protocol

I. INTRODUCTION

Cellular communication has been advancing dramatically
to simultaneously satisfy the high bandwidth and low latency
requirements of emerging real-time mobile applications such
as VR/AR, 360-degree video, and cloud gaming [1-3]. Despite
these advancements, however, loss-based congestion control
algorithms (CCAs) such as Cubic [4] fail to ensure low latency
due to the bufferbloat [5] problem; pushing packets until the
deep buffers at the cellular base station (BS) [6] are completely
filled and packets are lost, resulting in long delays [7, 8].
To overcome this problem, delay-based CCAs that use delay
information (e.g., round trip time (RTT) [9], jitter [10]) instead
of packet loss for congestion control have been proposed.

Delay-based CCAs [9, 11] can simultaneously achieve high
bandwidth and low latency in an environment free from non-
congestive delays (e.g., wired network). However, cellular net-
works inevitably have time-varying non-congestive scheduling
delays due to their wireless resource allocation and scheduling
mechanisms. These scheduling delays result in contamination
of RTT information, misleading delay-based CCAs to adjust
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Fig. 1: Average throughput, average RTT, and 95™ percentile RTT
of different CCAs over a commercial 5G network. ‘Manually Set’
CCA manually sets the cwnd around the known BDP.

the congestion window size (cwnd) in an unintended and
inappropriate manner such as reducing the cwnd even though
there is no congestion. As a result, delay-based CCAs fail
to simultaneously achieve high link utilization and low la-
tency over cellular networks, even in relatively stable wireless
conditions. To observe this, we compare the performances of
various CCAs on a commercial 5G network (Fig. 1). While
Copa [9] and Vegas [12] achieve low latency, they exhibit
significantly lower bandwidth utilization compared to other
CCAs. BBR also fails to fully utilize the bandwidth. High
bandwidth utilization is achieved only when the cwnd is
manually set and fixed close to the BDP.

In response to the limitations of delay-based CCAs in
cellular networks, researchers have proposed various end-to-
end and in-network CCAs. However, as shown in Fig. 1, even
the end-to-end CCAs specifically designed for low latency
on cellular networks (ExLL [13], PropRate [14]) fail to
achieve high bandwidth utilization. This is because end-to-end
CCAs [13-16] do not sufficiently account for the scheduling
characteristics of cellular networks. Furthermore, cross-layer
CCAs [17, 18] or in-network CCAs [19] encounter practical
deployment issues or require additional deployment costs such
as the need to modify the cellular BS or devices of all users.

To address this problem, we propose César, an end-to-
end cellular resource scheduling-aware congestion control
scheme with only sender-side modification. Unlike other
scheduling-agnostic CCAs, César is designed specifically with
the scheduling characteristics of cellular links in mind to
minimize the impact of scheduling delays on cwnd adjust-
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ment. César defines scheduling unit as the minimum time
difference between the sets of uplink and downlink resources.
Based on the fact that scheduling unit correlates with the
intervals between TCP ACKs at the sender (end-host), César
estimates scheduling unit at the end host, bypassing the need
for low-layer information. Then, César utilizes the estimated
scheduling unit and the understanding of cellular scheduling to
adjust cwnd in a step-wise manner. The step-wise approach is
designed to minimize the impact of scheduling delays, which
fluctuate over time, on cwnd control.

We implement César in the Linux Kernel on an Amazon
Web Service (AWS) cloud server (only sender-side modi-
fication), and conduct experiments on commercial cellular
networks (for both LTE and 5G) for three different mobile
carriers. Results demonstrate that César outperforms other
delay-based CCAs in achieving both high throughput and low
latency across all mobile carriers and networks. César achieves
up to 2.89x, 10.09x, 1.39x, and 5.65x throughput-over-
latency performance compared to ExLL, PropRate, BBR, and
Cubic, respectively.

The contributions of this work are as follows:

« We investigate how cellular scheduling impacts the delay-
based CCAs on multiple commercial networks and analyze
the underlying causes.

o We design César to fully utilize the high bandwidth and low
latency over cellular using novel scheduling unit and step-
wise cwnd adjustment with only sender-side modification.

o We implement César and evaluate it on commercial cellular
networks to show a remarkable improvement in bandwidth
utilization and low latency performance.

II. BACKGROUND

We first provide a brief background on cellular link schedul-
ing, network delay components, and delay-based CCA.

A. Cellular Link Scheduling

Cellular systems allocate wireless resources to user equip-
ment (UE) based on slot units (typically 0.5ms) [20]. For
downlink, the BS schedules resources for multiple UEs every
transmission time interval (typically 1 ms) based on the sig-
nal strength reported by each UE. For uplink, a UE sends
a scheduling request (SR) to the BS to obtain the uplink
scheduling grant. The BS then allocates uplink resources based
on the SR. In LTE systems, SR periodicity, which is the period
for the UE to send SRs, is typically selected from 5, 10, 20,
40, or 80 ms [21]. 5G system can use various slot lengths (e.g.,
0.25ms, 0.125 ms) and offer faster SR periodicity for shorter
slot lengths [22]. Based on these basic mechanisms, the BS
schedules wireless resources to optimize the performance in
terms of spectral efficiency and fairness [23].

B. Network Delay Components

Delay (or RTT) of a packet consists of three components:
propagation delay, congestive delay, and non-congestive de-
lay [24]'. Based on this classification, we tailor the definitions

Definition and categorization of delay components may vary depending
on the perspective and purpose, and we refer to [24].
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(scheduling) delay exists. Delay-based CCA in this example de-
creases the cwnd when RTT exceeds the minimum RTT.

of each component for cellular networks.

« Propagation delay is the inevitable minimum delay at non-
bottleneck links, which is the sum of transmission delays
across non-bottleneck links and the speed-of-signal delay
from the sender to the receiver along the end-to-end path.

« Congestive delay is the sum of the time a packet spends in
the bottleneck queue when wireless resources are available
and the transmission time over the bottleneck link.

« Non-congestive delay is the additional delay caused by
network elements irrelevant to congestion (i.e. neither band-
width nor queue). For example, this includes the time a
packet is held due to cellular link scheduling, processing at
the BS, delayed ACKs, etc.

The delay occurring when a packet is in the bottleneck link’s
queue without available wireless resources should not be
interpreted as congestive delay because this delay is merely
caused by not receiving resources due to cellular scheduling
mechanism [25]. We refer to this non-congestive delay as
scheduling delay.

C. Delay-based Congestion Control

Delay-based CCAs aim to adjust the cwnd to the optimal
bandwidth-delay product (BDP) point where RTT is mini-
mized and delivery rate is maximized using delay information
(typically RTT increase) instead of loss [9, 12-16]. Most
delay-based CCAs rely on the fact that RTT remains equal to
the propagation delay (minimum RTT) and does not increase
until the bandwidth is fully utilized as in Fig. 2a. Once the
cwnd increases beyond fully utilizing the bandwidth, the
queue builds up, causing an RTT increase. Delay-based CCAs
use this RTT increase to estimate the congestive delay. For
example, as depicted in Fig. 2a, delay-based CCAs decrease
the cwnd when an RTT sample exceeds the minimum RTT,
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interpreting this as congestive delay and the current cwnd
being larger than the BDP.

Additionally, TCP congestion control can use pacing [26]
to improve performance. Even in networks with the same
BDP, bursty traffic can cause more frequent packet losses and
higher queuing delays. To mitigate this problem, the pacing
smoothens TCP traffic by evenly spacing (adding intentional
delays to) bursty data transmissions.

III. MOTIVATION AND RELATED WORK

We explain why TCP should care about link layer schedul-
ing delays, and show that existing CCAs even for cellular
networks do not adequately consider scheduling delays.

A. Why should TCP consider the scheduling delay?

Scheduling delay is inevitable in today’s cellular systems.
Current cellular technology focuses on spectral efficiency to
optimize link throughput with limited wireless resources [23].
To maximize spectral efficiency, the BS allocates resources to
UEs with relatively good channel conditions. This means that
a UE may not receive downlink resources consistently, but
rather in bursts due to fluctuating channel quality?. Therefore,
downlink packets for a UE may not be sent immediately upon
arrival at the BS, but instead experience scheduling delay,
unrelated to congestion, while waiting for downlink resources.
This downlink scheduling delay is not constant but varies over
time as the channel condition of UE and the status of BS
changes. Furthermore, after receiving a downlink TCP packet,
the UE cannot send the TCP ACK immediately but must wait
for the BS to grant the uplink schedule. While waiting for the
uplink schedule, the UE accumulates TCP ACKs and sends
them in a batch when the uplink resource is granted, resulting
in delays and bursty traffic.

Fig. 3 plots the RTT samples at the sender (end-host) when
cwnd is fixed to be sufficiently below the known BDP. Uplink
scheduling generates a discrete line-like pattern because TCP
ACKs for packets that left the downlink queue earlier wait
for uplink resources on the UE side, aligning their processing
with TCP ACKs for later-departing downlink packets. Thus,
the packets for which TCP ACKs are sent using the same
uplink resource on the UE side appear to have the same RTT
at the sender (end-host) due to the alignment at the uplink,
resulting in a discrete line-like RTT pattern instead of random-
looking continuous values. Furthermore, downlink scheduling
results in downlink packets waiting at the BS until downlink
resources are allocated to the UE regardless of congestion.
Thus, even when cwnd is sufficiently below the BDP, RTT
samples higher than the minimum are observed. Consequently,
the combination of uplink scheduling, which discretizes RTT,
and downlink scheduling, which increases RTT beyond the
minimum RTT, leads to a multiple line-like RTT pattern.

2This occurs in short-term scale. The BS considers fairness as well as
spectral efficiency, thus even the UEs with relatively poor channel conditions
will receive resources in long-term scale.
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Fig. 3: RTT samples over a commercial cellular network when cwnd
is fixed to utilize approximately 100 Mbps out of 550 Mbps. cwnd
is fixed to reduce the effects of congestion control and better observe
the RTT characteristics of the cellular link.
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These time-varying scheduling delays cause the RTT to
exceed the minimum even when there is no congestion. Delay-
based CCAs misinterpret these RTT increases as congestive
delays, and improperly reduce cwnd even when there is no
queueing and the current cwnd is smaller than the BDP,
thus resulting in bandwidth under-utilization. For example in
Fig. 2b, delay-based CCAs that are agnostic to scheduling
delays observe the RTT sample that exceeds the minimum RTT
and determine that the current cwnd is larger than the BDP as
in Fig. 2a. This leads to the decision to decrease cwnd, result-
ing in an even lower bandwidth under-utilization. Additionally,
if temporarily increased scheduling delay decreases due to its
time-varying nature, delay-based CCA can misinterpret this as
improved network conditions, leading to an improper increase
in cwnd to probe the maximum bandwidth. This increase
results in queuing and subsequent increases in latency.

B. Limitation of Existing Works

Various CCAs have been proposed to improve TCP per-
formance over cellular, but they fail to adequately consider
the scheduling or face practical deployment issues, preventing
UEs from fully achieving high bandwidth and low latency.

Some delay-based CCAs, such as Verus [15], C2TCP [16],
Copa [9], and BBR [11] use the max/min RTT or estimated
bandwidth within a certain window for congestion control.
However, this window-based approach cannot accurately re-
flect the status of cellular links. Due to the time-varying
nature of scheduling delay, the max/min RTT within a win-
dow changes over time, even in the absence of congestion.
Estimated bandwidth within a window varies depending on
how many times bursty scheduling occurs within that window,
even if the bottleneck bandwidth remains the same [25].
Additionally, BS parameters and scheduling methods can vary
not only between mobile carriers, but also by region and
between LTE and 5G even within the same mobile carrier.
This leads to diverse scheduling delay patterns, making it
difficult to determine a window size that accommodates all
these variations.

There are CCAs that use delay information directly to
infer current congestion status. However, these methods are
effective only if the scheduling delay is constant and an
increase in RTT indicates queuing. Verus [15] uses the re-
lationship between RTT and cwnd, but fails to accurately
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Fig. 4: Overview of César design.

reflect network conditions as scheduling delay varies over
time. EXLL [13] considers the uplink SR period but neglects
the burst characteristics of downlink, leading to an under-
estimation of scheduling delay. PropRate [14] and Copa [9]
adjust cwnd based on whether RTT exceeds a certain thresh-
old, but RTT can surpass the threshold regardless of actual
network conditions due to time-varying scheduling delays.

There are CCAs that adjust cwnd based on lower- or
higher-layer information [17, 18, 27, 28]. For example,
CLAW [17] utilizes physical layer information (e.g., RSSI,
RSRP), whereas PBE-CC [18] estimates available bandwidth
by analyzing control messages. This information is delivered
to the sender for cwnd adjustment. There are also CCAs (e.g.,
ABC [19], XCP [29]) that use explicit congestion notification
(ECN) to provide improved performance compared to end-to-
end methods. However, employing such schemes for cellular
networks requires modifications to the BS, sender, and UE
sides. Modifying the BS and adapting the sender code accord-
ingly, across all mobile carriers, makes large-scale deployment
impractical.

IV. CESAR DESIGN

We propose César, a cellular resource scheduling-aware
CCA to achieve high throughput and low latency over cellular.

A. Overview

The overall structure of César is shown in Fig. 4. César
estimates scheduling unit to represent the burst scheduling
characteristics of the current cellular link through the TCP
ACK interval pattern. If the ACK intervals do not appear to
have a cellular-specific line-like pattern as in Fig. 3, César
determines that the bottleneck is not at the cellular link
and applies BBR [11] congestion control®. Using estimated
scheduling unit, César selects the packet that is least affected
by scheduling (§IV-C), and adjusts the cwnd in a step-wise
manner to minimize the impact of scheduling delays (§IV-E).
Furthermore, César controls the pacing rate to smooth out the
traffic (§IV-D).

B. ‘Scheduling Unit’ Definition

Scheduling unit represents the bursty scheduling characteris-
tic, and is defined as follows: the minimum end-time difference

3We choose BBR because it is known to generally have good performance
in wired networks [30].
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Fig. 5: An example of resource allocation for one UE and end-to-
end TCP data/ACK packet delivery process in cellular networks.

between the sets of uplink and downlink resources.

From an end-to-end perspective, downlink and uplink re-
sources can be considered to be processed in batches, or
in sets, due to the aligning characteristics of the uplink
mechanism. For instance, in Fig. 5, all packets allocated to
the downlink resources in slots 5 and 6 share the same uplink
resource in slot8. These packets can be considered as one
set because, from the perspective of the sender (end-host), it
appears as if the TCP ACKs of set ¢ are processed as a single
batch and arrive all at once. In the same manner, the packets in
set j also share the same set of downlink and uplink resources.

The end-time difference between two consecutive sets dis-
plays a bursty scheduling pattern. If a BS allocates downlink
resources to a UE in a bursty manner every 10ms, the end-
time difference will be 10ms. The bursty scheduling pattern
is determined by which of the various BS parameters has a
significant impact, such as uplink SR period, uplink-downlink
switch time in case of time division duplexing (TDD), and
vendor-specific scheduling rules [25]. In Fig. 5, uplink SR
period (2.5 ms) has a significant impact, so bursty pattern (a
set) occurs every 2.5ms. But, if the BS employs TDD and
the uplink-downlink switch time is 5ms, scheduling follows
a pattern of Sms. Or if the vendor has configured the BS to
avoid allocating resources to the recently allocated UE for the
next 10ms for fairness, bursty scheduling will occur every
10ms. The crucial point is that, regardless of the cause, the
inherent nature of cellular systems inevitably leads to bursty
scheduling patterns.

The end-time differences between sets can vary. For exam-
ple, downlink resources may not be allocated depending on
UE channel conditions or BS status as previously mentioned
in §III-A. In Fig. 5, if the downlink resources in slots 5 and 6
are not assigned due to poor UE channel conditions, the time
difference will be doubled, skipping one set. Therefore, we
estimate the minimum time difference to deduce the bursty
scheduling characteristic.

C. Scheduling Unit Estimation and Packet Selection

We identified that scheduling unit correlates with the inter-
vals between consecutive TCP ACKs at the sender. The sender
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Fig. 6: Interval samples (blue dots) between consecutive TCP ACKs and estimated scheduling unit (green line) at the sender (end-host)
over commercial LTE and 5G networks provided by three mobile carriers.

receives ACKs in batches because packets are usually pro-
cessed by the BS in sets in a bursty manner. Therefore, the end-
time difference between sets can be estimated by comparing
the arrival time intervals between consecutive ACKs. Fig. 6 are
example plots of these measured intervals. Many intervals are
distributed near O ms due to bursty ACKs. As shown in Fig. 6a
and Fig. 6d, if the BS has a 5ms scheduling pattern (due to
5ms SR period), the interval patterns are multiples of 5 ms.
Intervals outside 5 ms patterns occur possibly due to changes
in propagation delays, delays in non-bottleneck links, or the
UE/BS processing, which are relatively less dominant. By
gathering ACK interval samples, César estimates scheduling
unit as the smallest least common multiple of the ACK
interval pattern that frequently appears, not including those
near Oms. If the ACK pattern does not appear in bursts (not
multiple lines), César determines that the bottleneck is not
the cellular link. In this way, César can identify the bottleneck
without additional information. Scheduling unit may vary over
time due to vendor’s scheduling rules (e.g., dependent on
number of users). Therefore, César measures ACK intervals
and estimates scheduling unit continuously. Fig. 6e shows
that César effectively adapts to the changing pattern. Further
details will be discussed in the evaluation section (§V-B).

Based on the estimated scheduling unit, César can deter-
mine when each ser starts and ends. If the ACK interval
exceeds scheduling unit or is almost the same, it indicates that
all bursty ACKs from the current set have been received, and
ACKs from the next set have started to arrive. On the other
hand, if the ACK interval is near Oms, it implies that ACKs
from the current ser are yet to be received. For example, in
Fig. 7 where scheduling unit is 5ms, we infer that the next
set has begun at the point where the ACK timestamp increases
by 5 ms. To distinguish sets more accurately, César determines
that a set ends if more than scheduling unit time has elapsed
since the arrival of the first ACK in a group of bursty ACKs.

César selects the last packet in each set as the anchor
packet for congestion and pacing rate control because it is
the least affected by scheduling. RTT may include waiting
time for uplink scheduling which contaminates the RTT from
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Fig. 7: Collected RTT samples and received timestamps at the server
using a commercial cellular network, along with an example of their
resource allocation (same network topology and legend as Fig. 5).
Packet ¢ and j share the same sef n, and SR period is 5 ms.

a congestion control perspective. In this situation, the last
packet of each ser experiences the shortest wait time for
uplink among the packets in each setr. In Fig. 7, packet i
is the first packet in set n, and packet j is the last which
is the anchor packet of set n. Packet ¢ is served in the first
downlink and waits the longest for uplink, whereas packet
7 is served in the final downlink slot and waits the shortest
time for uplink. Also, the departure times of TCP packets
from the sender (end-host) are delayed because César uses
pacing. However, the arrival times of ACKs are aligned by
the uplink. Thus, listing the RTTs of packets in ser n shows a
gradually decreasing trend as shown in Fig. 7. This decreasing
trend occurs purely due to scheduling, and does not indicate an
improvement in network congestion. Thus, the anchor packet
prevents misinterpretation of temporary RTT decreases caused
by scheduling as improvements in network conditions.

D. Pacing Rate Control

Pacing can be used to improve performance in cellular
networks. If the sender transmits packets in a burst that
exceeds the capacity of a set, it will cause large delays as the
packets wait for the next set. By using pacing appropriately,
packets can arrive at the BS in accordance with the downlink
resources, reducing scheduling delays.
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César estimates bandwidth based on anchor packets. The
estimated bandwidth for packet i (BW;) is calculated as,
Delivered;
et
where RTT; denotes RTT of packet i, and Delivered; is the
total number of packets delivered during RTT;. To smooth
the short-term fluctuation, César utilizes the exponentially
weighted moving average (ewma) of BW; to estimate cellular
bandwidth as follows,

BWmea _

BW; =

(1 —~) x BWM + ~ x BW;. )

where BW;""" is the ewma bandwidth and 0 <~y <1.

However, using this ewma bandwidth directly as the pacing
rate is insufficient because we must not only operate effectively
according to the current bandwidth but also harness the
available high bandwidth. Therefore, César sets the pacing
rate to be greater than the ewma bandwidth while considering
RTT, as shown in the following equations.

Pacing, = o X p; X BW{"™4, 3)
1—a«a RTT; — RTT,,;
pi=1+ o X RIT. =, 4)

Pacing; denotes the calculated pacing rate using packet ¢, and
the unit is packets per time (e.g., packet/ms). The spacing
between packets is the inverse of the pacing rate. « is a
parameter that determines how aggressively to increase the
pacing rate to fully utilize the bandwidth (o> 1), and RTT,,;,
denotes minimum RTT. p; is a penalty factor against RTT
increase. When the RTT of packet ¢ gets closer to RTT,,,
p; approaches its maximum of 1. Thus, as the pacing rate
increases, packets are sent with shorter intervals, increasing
bandwidth utilization. On the other hand, as RTT increases,
p; approaches its minimum of 1/, causing packets to be
sent with longer intervals. This results in draining queue or
responding to scheduling delay increase. The reason for using
RTT value itself, which includes scheduling delay, is that the
pacing rate can mitigate burstiness in packet transmission,
thereby alleviating scheduling delays.

E. Step-wise Congestion Window Control

By step-wise control, we mean changing the decision cri-
teria for adjusting cwnd (e.g., previous RTT) at every step
(see Fig. 8). Non step-wise control, commonly used in existing

Resource
allocation
for the UE

plefe] [ [ ]

Packet i’s delay
components | N

N|N|N|C|C|N
£=

R
rackec s detay [\ [n]w[c[c[n

P

N[n[c]c]n]r]

Same delay components

Time
Propagation delay Non-congestive delay Congestive delay

Fig. 9: An example of resource allocation for one UE and delay
components according to §II-B (same network topology and legend
as Fig. 5). The RTT of packet j is larger than that of packet i.

CCAs, decides to decrease the cwnd when the RTT exceeds
fixed criteria (e.g., RTT,,;). This leads to improper congestion
control as described in §III-A, failing to set the cwnd closer
to the BDP. On the other hand, step-wise control utilizes the
time-varying nature of scheduling delay by reducing cwnd
when scheduling delay increases, aligning decision criteria
with scheduling delay, and compensating cwnd when schedul-
ing delay decreases. By changing the decision criteria in
a step-wise manner, the impact of RTT fluctuations caused
by scheduling can be minimized. However, this method is
more susceptible to queuing delay compared to non-step-wise
approach. César effectively utilizes the RTT value itself and
bandwidth estimation to suppress the increase in queuing delay
while leveraging the advantages of step-wise control.

The control equation of César is based on that of FAST [31].
César decreases cwnd when the current RTT exceeds the
previous RTT (of anchor packets) as follows:

cewnd; = (1 — ) X ewnd;—1

; 5
© B x ewndi 1 ( RTT yin > ©)

RTTyin + CD; + BR;
set

CD»; = (RTT-; — RTTifl) X BWZ‘ (6)
maz(0, BW;""* — BW;)

BR; = (RTT; — RTT pin) % @)

B WG?VW’I’Z(J

cwnd;, CD;, and BR; denote cwnd when receiving packet
i, inferred congestive delay, and penalty term for bandwidth
reduction. BW; is the estimated set bandwidth, calculated
as the total number of delivered packets in set ¢ divided by
the duration of set i. § is a parameter that determines how
sensitively cwnd responds to the RTT increase (0 <3< 1).

CD; grows with larger RTT increases and larger BW}*
compared to BW;. BW;"/ BW; term provides a hint about the
cause of the RTT increase. As shown in Fig. 9, when there is
an RTT increase between packets ¢ and j, ACKs of packet
i and j arrive at the sender through different sers. In this
situation, both packets ¢ and j are in the bottleneck queue
after both packets arrive at the BS (slot2) and share the same
process until packet 7 receives its uplink resource (slot8). So,
they share the same delay components in slots 2-7 as shown in
Fig. 9. Then, the cause of packet j’s RTT increase compared to
packet ¢ is determined by the type of the delay component in
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set j4. If BW;” is close to or larger than the recently estimated
short-term bandwidth (BW)), it indicates that the BS allocated
sufficient downlink resources to the UE, resulting in the delay
component in set j being predominantly congestive delay
rather than scheduling delay as Fig. 9. Conversely, if BW;-“”
is smaller than BWj, it can be divided into two scenarios: the
first scenario where the BS allocates fewer downlink resources
to the UE, leading to scheduling delay predominance; and the
second scenario where the bottleneck bandwidth decreases. In
the first scenario, as the CD; decreases, it results in a correct
operation that reduces the impact on scheduling delays. To
address the second scenario, César adds the penalty term for
bandwidth reduction (BR). BR; increases when BW; decreases
below the long-term estimated bandwidth BW;"™, indicating
a reduction in bottleneck bandwidth, and increases further as
RTT; becomes larger compared to RTT,;, to quickly respond
to bandwidth reduction.

If the current RTT is smaller than or equal to the previous
RTT, César increases the cwnd using the following equation:

, RTT; 1 — RTT;
= di_1 + BWM™ % SU X p; e ot 8
ui = ewndi—y + BWiE X SU pi X\ pep =g ) ®)
R .
1 . o (R Tmin 9
ri=1-f) xui+hxu X(RTTmerBRi) 2
cwnd; = max(ewnd;—1, 1) (10)

where u;, r; and SU denote increased cwnd, adjusted cwnd by
bandwidth reduction, and scheduling unit, respectively. The fi-
nal cwnd for packet i is cwnd;. In Eq. (8), BW;""“ x SU means
the number of packets that can be delivered during scheduling
unit time with the current bandwidth. This term adjusts the
amount of increase considering the current bandwidth, and
if scheduling unit is large, the time between sets becomes
longer, decreasing the frequency of cwnd increase decisions,
so the amount of increase needs to be adjusted according to
scheduling unit for high bandwidth utilization. p; is used as
a penalty against RTT increase. Also, if the current RTT has
decreased significantly compared to the previous RTT, César
increases cwnd more. In Eq. (9), César adjusts the increase
amount to rapidly address the bandwidth reduction, which
incorporates only the BR; term from Eq. (5). Lastly, since
César has decided to increase the cwnd when RTT decreases,
Eq. (10) is used to prevent the final cwnd from decreasing due
to the reduction amount specified in Eq. (9).

F. Fairness of César

César adopts a variant of FAST’s control algorithm, thereby
inheriting its fairness characteristics to a certain extent. Ad-
ditionally, the cellular system guarantees a certain level of
fairness in resource allocation. Also, since César adjusts the
amount of cwnd increase and decrease based on bandwidth
changes, César can quickly share bandwidth fairly. When
a new flow joins the network and injects packets into the

4The delay component between the arrival times at the BS of packets 7 and
J (slot1) are not considered because it is not a factor to increase the RTT of
packet j compared to .

network, the existing flows detect a reduction in current
bandwidth compared to the ewma bandwidth according to
Eq. (7), causing the BR term to increase. The increase in
the BR term raises the decrease amount of cwnd in Eq. (5)
and reduces the increase amount in Eq. (9), causing existing
flows to reduce their cwnd. On the other hand, the new flow
experiences an increase in bandwidth, causing the BR term
to become 0. Unlike existing flows, this leads to an increase
in the cwnd, allowing the new flow to rapidly achieve its fair
share. Also, César leverages the difference between the current
and previous RTT, as well as the increase in RTT compared
to RTT,,,, allowing flows with significant propagation delays
(large RTT,,;,) to fairly use their share.

V. EVALUATION

We evaluate César by comparing it against state-of-the-art
end-to-end CCAs on multiple commercial cellular networks.

A. Implementation and Experiment Setup

We implement César in 5.4.0 Linux kernel on an AWS
cloud server’, using a t 3. small EC2 instance that offers up
to 5 Gbps network bandwidth. To ensure that memory is not
the bottleneck, the tcp_wmem and tcp_rmem parameters
for a TCP socket are set sufficiently large [32]. Addition-
ally, tcp_no_metrics_save is set to ensure that TCP
parameters are not reused in repeated experiments. To mea-
sure maximum throughput, Hystart operation of Cubic is
disabled. The cloud server sends downlink traffic to UEs using
iperf3 [33] over commercial LTE or 5G networks provided by
three mobile carriers (SKT, KT, LGU+). For UEs, we use
two types of smartphones, Samsung Galaxy S22 and S23. We
obtain RTT and received bytes data using the pkts_acked
function of the tcp_congestion_ops on the server. We
set César’s parameters to a=2, $=0.05 and 7:0.1256.

B. Scheduling Unit of Different Carriers (LTE and 5G)

Each cellular network may have different scheduling unit
depending on the technology, carrier, scheduling rules, and
parameter settings for their BS. Unfortunately, cellular BS
scheduling rules are classified information, preventing us from
knowing the ground truth. Therefore, we utilize XCAL [34], a
tool enabling analysis of control messages received at the UE,
to infer BS parameters and verify the ACK interval pattern.

As mentioned in §IV-C, Fig. 6 plots the ACK intervals on
LTE and 5G networks of three mobile carriers. For LTE, we
verify that SKT and KT utilize a 5ms SR period, and César
correctly estimates scheduling unit as Sms. LGU+ employs
a 20ms SR period, visible as a line occurring at 20ms in
Fig. 6¢c. We deduce that LGU+ assigns uplink resources every
20 ms according to SR reports based on the specific scheduling
rule, resulting in an 8 ms pattern. César accurately estimates

5Code available at: https://github.com/Juhun1329/Cesar-TCP-CCA.git.

As f3 increases, César prioritizes latency over throughput, and with higher
« and vy, César becomes more sensitive to changes in bandwidth and RTT.
0.2, 0.05, and 0.125 are empirically selected for balancing high throughput
and low latency simultaneously across all tested networks.
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Fig. 10: Throughput and latency performance of different CCAs. The left and bottom edges of the box indicate the 25" percentile for
RTT and throughput, respectively, while the right and top edges indicate the 75" percentiles. The two error bars represent the 5 and 95™
percentiles, and the point where the two error bars overlap indicates the mean of the throughput and RTT. Upper-left is better performance.

scheduling unit as 8 ms. For 5G, all three mobile carriers set
the BS parameters as 0.5 ms slot length, Sms SR period, and
2.5 ms uplink-downlink switch time. SKT shows a 5 ms pattern
because the SR period has the dominant impact, while LGU+
shows a 2.5 ms pattern where the uplink-downlink switch time
is dominant. We infer that KT’s pattern changes from 2.5 ms
to 5ms depending on the variations of BS’s scheduling rule
(e.g., number of users), which in turn alters the influence of
SR period and uplink-downlink switch time. César accurately
estimates scheduling unit as 5 ms for both SKT and LGU+, and
effectively adapts to the changing pattern for KT by accurately
estimating it as both 2.5ms and 5 ms.

C. Throughput and Latency Performance

We conduct 10-second TCP experiments 50 times for each
CCA at different times of the day over 3 weeks, for each mo-
bile carrier and network type (50x6=300 experiments for each
CCA). Fig. 10 plots the throughput and latency of Cubic, BBR,
ExLL, PropRate, César, Vegas, and Copa tested on commer-
cial LTE and 5G networks across three different mobile car-
riers. To quantitatively assess their effectiveness in achieving
high throughput and low latency simultaneously, we define an
efficiency metric as Throughput (Mbit/s)/Latency (ms). Hav-
ing twice the efficiency means achieving the same throughput
with half the RTT or doubling the throughput with the same
RTT. In Fig. 10, as efficiency increases, the data point will
move towards the upper-left. Average efficiencies are presented
in Table I. To assess how high the efficiency is maintained,
Table 1 also presents the 25" percentile of efficiency in

parentheses. Additionally, the best (highest) values for the
respective networks are highlighted in bold.

César shows outstanding performance in achieving high
throughput and low latency simultaneously across all mobile
carriers’ 5G and LTE networks, positioning it at the most
upper-left for all cases in Fig. 10. In Table I, César achieves
the highest average efficiency compared to all other CCAs
in all networks. Additionally, even the 25" percentile effi-
ciency exceeds the average efficiency of all other CCAs in
all networks except for BBR on LGU+ LTE network. This
confirms César’s ability to maintain consistently high and
stable efficiency. Also, César achieves the lowest 95% tail
latency among the CCAs with high throughput in all networks.
These results demonstrate that César does not depend on any
specific mobile carrier nor network, and exhibits outstanding
performance across various bandwidth and RTT,,;, conditions.

While César has a slightly higher latency compared to
CCAs with the lowest throughput and RTT (e.g., Copa in
Fig. 10d), CCAs that focus primarily on latency are not effec-
tive for achieving high throughput (César achieves 20.78x
average efficiency compared to Copa in Fig. 10d). Despite
ExLL showing low 25" and 75" percentile latency, the tail
latency is too high, and it fails to fully utilize the bandwidth.
BBR can achieve higher throughput compared to other CCAs
because it uses the estimated maximum bandwidth within a
certain window, which can be high when bursty traffic is
processed all at once within a window. However, as mentioned
in §III-B, this requires setting the proper window size and
depends on scheduling luck.

In the SKT LTE network, César achieves throughput similar

Authorized licensed use limited to: Chung-ang Univ. Downloaded on July 18,2025 at 02:27:38 UTC from IEEE Xplore. Restrictions apply.



TABLE I: Mean and 25" percentile (in parentheses) of Throughput/Latency Efficiency for Fig. 10.

Network cea
Cubic [ BBR [ ExLL [ PropRate | César [ Vegas [ Copa
SKT LTE 2.57  (1.8) 456 (2.92) 312 (2.68) 435 (3.13) 6.12 (4.88) 0.46 (0.14) | 034  (0.09)
KT LTE 0.48  (0.29) 1.99 (1.32) 2.1 (1.36) 1.84 (1.34) 271 (2.26) 0.7 (0.13) | 045 (0.01)
LGU+ LTE 0.89  (0.59) 3.17  (247) 1.74  (1.43) 2.19  (0.84) 358 (2.84) 042  (0.05) | 025 (0.01)
SKT 5G | 12.67 (9.34) 13.39  (5.71) 6.11 (4.89) 487 (0.18) | 17.66 (14.76) | 1.03 (0.25) | 0.85 (0.14)
KT 5G 325  (2.51) 5.89  (3.47) 332 (2.73) 5.09 (3.02) 7.67 (6.87) 0.88 (0.13) | 0.36  (0.03)
LGU+ 5G | 21.86 (18.68) | 27.06  (21.13) | 17.68 (15.11) | 8.08 (0.42) | 34.81 (31.93) | 2.13 (0.29) | 1.27 (0.2)
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Fig. 11: Throughput, latency, and efficiency per-

formance of different CCAs under mobility. scenario.

to Cubic while attaining the lowest latency compared to BBR
and PropRate which also achieve high throughput. César
achieves 1.34x and 1.40x higher average efficiency compared
to BBR and PropRate, reducing RTT by 25% and 29% for the
same throughput. Similar improvements can also be observed
in the KT LTE network. In the LGU+ LTE network, César
exhibits slightly lower throughput compared to Cubic and BBR
but shows significantly superior latency performance.

In SKT and KT 5G networks, while all other CCAs fail
to reach the throughput of Cubic or show large variations,
only César achieves high throughput with small variations
and simultaneously maintains low latency. In the LGU+ 5G
network, César exhibits slightly lower throughput than BBR
but demonstrates outstanding latency performance, with its
average latency being close to BBR’s 25" percentile latency.

D. Performance under Mobility

In a cellular network, UEs experience channel variations
due to mobility. Therefore, we conduct experiments under
mobility conditions as well. A UE starts from a point with
an RSRP of -85dBm, considered a good channel, and moves
along a predefined path to a region with an RSRP of -105
dBm, considered a poor channel, over the first 60 seconds.
Then, it returns to the starting point over the next 60 seconds
at the same speed. We conduct this 120-second experiment 15
times for each CCA over 2 weeks on the SKT 5G network.

Fig. 11 plots the throughput, latency, and their efficiency of
various CCAs. César’s position at the upper-left of the plot
indicates its effectiveness in achieving both high throughput
and low latency simultaneously even under mobility. In con-
trast, BBR fails to adapt well to channel variations, leading
to a significant increase in latency. As a result César achieves
1.39x average efficiency compared to BBR (was 1.32x in the
stationary scenario). In general, César shows higher efficiency

Fig. 12: Throughput and cwnd of César in a 3-flow

compared to all compared CCAs, effectively achieving both
high throughput and low latency even under mobility.

E. Fairness in Multiple Flows

Fig. 12 plots the cwnd and throughput of César when flow 1
initially occupies the bottleneck bandwidth, and flow 2 and 3
join the network at t=10s and 30s, respectively. When flow 2
joins, flow 1 and 2 share the bandwidth fairly, and when flow 3
joins, all three flows share the bandwidth equally. Table II
presents the Jain’s fairness index of average throughput when
multiple flows start together and coexist for 30 seconds. César
achieves a fairness score of 0.99, similar to Cubic and BBR,
demonstrating its ability to share the bottleneck capacity.

VI. CONCLUSION

No matter how high the bandwidth and low the latency
provided by cellular networks are, users cannot fully utilize
these benefits without proper operation at the transport layer.
Current delay-based CCAs fail to account for the scheduling
characteristics and the corresponding non-congestive delays
of modern cellular systems. To address this problem, we pro-
posed César, a cellular resource scheduling-aware congestion
control with only sender-side modification. César identifies the
scheduling characteristics of the current cellular link through
the ACK intervals, and adjusts the cwnd in a step-wise
manner to minimize the effects of scheduling delays. We have
demonstrated César’s ability to achieve high throughput and
low latency simultaneously in multiple commercial networks.

While César effectively reduces the impact of scheduling
delays on cwnd adjustment, César does not distinguish queu-
ing delays from occasional non-congestive delays such as
handover. However, applying our insights in Open-RAN which
facilitates cross-layer approaches can make this possible and
practical. We leave this as our future work.
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