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eTAS: Enhanced Time-Aware Shaper for Supporting
Nonisochronous Emergency Traffic in

Time-Sensitive Networks
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Abstract—To guarantee stringent real-time requirements of
time-critical traffic in industrial systems, the IEEE time-sensitive
networking (TSN) task group has standardized time-aware shap-
ing (TAS) in IEEE 802.1Qbv, which schedules precise and
periodic transmission times using preassigned traffic information.
However, nonperiodic/unexpected but time-critical traffic, such as
emergency events or alarms, may occur in real industrial scenar-
ios, and TAS does not provision for performance of traffic that
are unknown a priori, nor the impact thereof on prescheduled
traffic. Moreover, recalculating the schedule for every sporadic,
nonisochronous event traffic is extremely difficult, complex, and
costly. To address these challenges, we propose a novel enhance-
ment to TAS, referred to as eTAS, which defines a new scheduling
rule for immediate forwarding of emergency traffic to guarantee
real-time performance, while dynamically extending the sched-
uled time windows to protect scheduled time-critical traffic from
the interference of emergency traffic. We evaluate eTAS through
extensive simulations on OMNeT++ under an advanced driver
assistance system (ADAS) scenario for autonomous driving to
show that eTAS effectively allows rapid transmission of event
traffic with minimal impact on scheduled traffic, even for highly
congested networks.

Index Terms—IEEE 802.1, IEEE 802.1Qbv, Internet of Things
(IoT), time-aware shaper (TAS), time-sensitive network (TSN).

I. INTRODUCTION

REAL-TIME networking and differentiated Quality of
Service (QoS) are becoming more critical in many recent

Internet of Things (IoT) applications and industrial systems,
such as automotive, aviation, and factory. In these systems,
multiple traffic flows with different types, priorities, data
rates, and requirements coexist in a single local area network.
Then, satisfying the demands of time-critical (also known
as time-sensitive) traffic with extremely low latency and jit-
ter requirements, while allowing support for best-effort (BE)
traffic and high network utilization, becomes a challenge.

With the goal of providing standard-based real-time local
area networking (LAN), the IEEE time-sensitive networking
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Fig. 1. TAS of IEEE 802.1Qbv amendment.

(TSN) task group [1] is actively working on the IEEE
802.1 TSN standards that extend the previous Ethernet (IEEE
802.3) [2], [3] and bridging/queueing (IEEE 802.1) [4] stan-
dards for real-time support while maintaining compatibility
with the legacy Ethernet. TSN consists of several innovative
standards and amendments, such as IEEE 802.1Qbv [5] (traf-
fic shaping), IEEE 802.1AS [6] (clock synchronization), and
IEEE 802.1Qcc [7] (network management). In particular, the
IEEE 802.1Qbv defines the “time-aware shaper” (TAS) mech-
anism that controls the transmission times of frames within a
switch using a scheduled gating scheme as shown in Fig. 1.
Then, a coordinated set of TAS schedules for switches in the
network can be computed to guarantee stringent low-latency
and low-jitter requirements of time-critical traffic.

However, although the IEEE 802.1Qbv amendment defines
how the TAS mechanism handles the transmission of frames
within a scheduled switch [5], it does not specify an algorithm
to compute those schedules. Computing correct and coordi-
nated TAS schedules for switches along the path of flows in
the network (generally suggested as the role of CNC in IEEE
802.1Qcc) is critical for achieving the goals of TSN. However,
it is challenging and expensive because it should take into
account several factors, such as path, link capacity and uti-
lization, transmission interval, frame size, deadline, latency,
and jitter [8], [9]. Thus, TAS scheduling is classified as an
NP-complete problem [10].
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Many prior studies have investigated this issue of optimal
and/or efficient TAS scheduling (related work in Section VI).
These studies have proposed constraints for correct schedul-
ing [10]–[12], methods to reduce enormous scheduling costs
and complexity using heuristics [13]–[19], methods to oper-
ate under limited resources [20]–[22], and suggest suitable
scheduling schemes according to applications [23]–[27] or
network environments [28]–[31]. This is still an active and
ongoing research topic.

However, most prior work on TAS scheduling assumes
isochronous time-critical traffic, which are known a priori.
None of them have considered nonisochronous time-critical
traffic that may occur unexpectedly in real industrial systems.
For example, when an emergency event (e.g., fire) is detected,
the system will need to propagate corresponding messages
over the network immediately in real time to alert peo-
ple and actuate countermeasure devices (e.g., sprinklers) in
order to address the problem. These emergency event traffic
(ET) are time sensitive and critical, as any delays or losses
may result in fatal damage to the system. With the standard
TAS scheme, however, these event traffic can suffer serious
delays, and can also interfere with and adversely affect the
performance of prescheduled isochronous time-critical traffic
(ST). Therefore, an enhancement to TAS that can guarantee
not only the performance of prescheduled traffic but also spo-
radic event traffic is needed, which has not been addressed
yet.

The contributions of this work are summarized as follows.
1) Identify and analyze the problems that arise when non-

scheduled but high-priority event traffic is introduced
into a prescheduled TSN network. We show that spo-
radic high-priority event traffic may experience exces-
sive delays due to a lack of schedule for itself in a
TSN network, and adversely affect the performance of
prescheduled time-critical traffic.

2) Propose eTAS, a novel dynamic scheduling scheme
that enhances TAS. eTAS defines a scheduling rule
for immediate forwarding of ET, and guarantees strin-
gent requirements of prescheduled scheduled traffic (ST)
from the interference of ET by temporarily extending the
scheduled time windows of time-critical traffic when ET
occurs.

3) Through extensive evaluations, we demonstrate that
eTAS allows real-time transmission of high-priority
event traffic with minimal impact on scheduled TSN
traffic performance.

The remainder of this article is organized as follows. We
first introduce TAS in Section II, and describe the problem
that we are addressing in Section III. We present the design
of the proposed eTAS in Section IV, and evaluate eTAS in
Section V. We summarize related work in Section VI, and
finally, conclude this article in Section VII.

II. BACKGROUND

In TSN, network traffic types are typically divided into
time critical, semitime critical (audio/video), and BE. Time-
critical traffic is defined as flows with stringent low-latency,

low-jitter, and zero-congestion-loss requirements, and is usu-
ally assumed to have periodicity and high priority. The other
traffic types have relatively characteristics of lenient require-
ments and periodicity or sporadicity. With the legacy IEEE
802.1 standard “before TSN,” time-critical traffic could not
meet their requirements even with “strict priority schedul-
ing” [nor “credit-based shaper (CBS)” in audio video bridging
(AVB) standards] due to the potential interference from other
traffic flows. In order to solve this problem, TSN introduced
“TAS,” which isolates transmission times of time-critical traf-
fic from other traffic types by scheduling transmission “gates”
based on preconfigured information of flows and network.

Fig. 1 illustrates an example operation of the TAS in a
TSN switch. An egress port of a switch can have up to eight
queues, each corresponding to a traffic class. When a frame
enters the switch, the switch identifies its “priority” in prior-
ity code point (PCP) of the VLAN identifier located in IEEE
802.1Q [32] Ethernet header. Then, each frame is mapped to
a traffic class according to the priority based on the mapping
recommended in IEEE 802.1Q [32], after which the frame is
inserted into the queue corresponding to the traffic class.1 The
PCP value of a frame can vary depending on the traffic type.
However, the AVB standards [33], [34] recommend that audio
and video traffic have PCP values 3 and 2 that correspond to
“SR class” AVB-A and AVB-B, respectively, and are mapped
to the highest traffic classes. For example, if the number of
queues is eight, the frames of AVB-A and AVB-B types are
assigned traffic classes 7 and 6, and are inserted into 8th and
7th queue, respectively.

Each queue may have an associated “transmission selec-
tion algorithm” (orange box immediately below each queue
in Fig. 1), which determines whether the queue should pro-
vide a frame for transmission if it has any [32]. CBS [35] and
asynchronous traffic shaper (ATS) [36] are examples of such
algorithms, where their role is to throttle the queues based
on some stream reservation [34] criteria and regulate trans-
missions to protect other lower priority traffic. Each queue
additionally has a “transmission gate” (blue box below each
queue in Fig. 1), which is the key component of the TAS.
A “gate” has two states, open(o) and closed(c), and frames
in each queue can be transmitted only when the gate for that
queue is open. If multiple gates are open simultaneously and if
more than one of those queues have frames available for trans-
mission, then the “transmission selection” (purple box below
the gates in Fig. 1) selects and transmits a frame using strict
priority criteria (i.e., in decreasing order of traffic class).

The gates are controlled by the gate control list (GCL).
The GCL ensures that specified traffic classes are transmitted
at specific times by defining how long each gate is open and
closed (top right box in Fig. 1). The opening and closing peri-
ods of the gates are computed based on several constraints,
such as network topology, configurations, traffic types, num-
ber of flows, and frame size and interval of each flow in the

1To be precise, traffic class and priority are two different, but related terms
in the IEEE 802.1Q standard. The recommended mapping from priority to
traffic class depends on the number of queues supported by the switch, and is
configurable. OMNeT++, the simulator used in this work, adopts a one-to-one
mapping between the PCP and traffic class, so we use this as is.
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network. To compute the GCL, TAS first assigns time-critical
periodic traffic to ST time windows. The duration of ST time
windows is assigned just enough2 to accommodate the sum of
transmission times of frames that need to be transmitted dur-
ing that time window, while allowing the remaining time to be
used by less-time-critical non-ST (NST), such as AVB or BE.
The schedule is determined based on ST because, by defini-
tion, the amount and schedule of NST are unknown and need
not be known, and would prefer to maximize the bandwidth
utilization.

During the ST time windows, only the gates relevant to the
ST queues are opened, and only the frames in those queues are
transmitted into the network. Furthermore, to avoid delay in ST
due to interference from a transmission of a long NST frame
just before the beginning of a ST time window, guard band
(GB) is added in front of the ST time windows as shown at
the bottom of Fig. 1. The length of the GB is set to be as long
as the transmission time of the largest Ethernet frame3 in the
network, and all gates are closed during GB. Therefore, even
if the longest frame is transmitted just before the GB starts,
the transmission is completed within the GB time window and
does not interfere with ST.

Finally, all remaining time other than those for ST and GB
are allocated as NST time windows for transmitting all other
traffic types. During these time windows, as opposed to ST
time windows, all gates relevant to ST traffic are closed, and
only the other gates are opened. This is the default “exclusive
gating” method recommended in the IEEE 802.1Q standard.
However, the standard does also allow deviation from exclu-
sive gating, and eTAS exploits this opportunity as we will
describe in Section IV.

III. PROBLEM AND MOTIVATION

TAS can satisfy the requirements of time-critical traffic
given that it has an appropriate set of GCLs computed using
the topology and flow information configured in advance (i.e.,
frame size, interval, path, etc.). In other words, TAS can-
not guarantee performance if the necessary information is not
known in advance or varies over time. However, emergency
events, such as accidents, intrusions, or failures, may occur
without prior notice in real industrial systems, and these ET
must be forwarded as quickly as possible to protect lives and
property [39]. To this end, we identify the problems that arise
when ET is introduced to a TSN with a standard TAS, which
motivates our work. We assume that ET has the highest pri-
ority that maps to the highest traffic class within the switch,
and we do not consider the frame preemption technique in
IEEE 802.1Qbu/3br [37], [38] to keep the discussion concise
for ease of understanding.

We will look at three cases as follows.

2Fitting the ST time window size tightly to the required ST amount by
scheduling ST frames back-to-back (if possible) is called “compact schedul-
ing.” The standard does not prohibit relaxing the time window to give some
extra room in ST, but (to the best of our knowledge) there have not been
any proposals to do so since it will reduce the NST bandwidth and overall
bandwidth utilization.

3e.g., Maximum Ethernet MTU plus interframe gap, 1542 bytes, when the
frame preemption technique is not used [37], [38].

Fig. 2. ET is transmitted in NST time windows (ET-in-NST).

(a)

(b)

Fig. 3. ET is transmitted in ST time windows (ET-in-ST). (a) Cascading
delay problem of ST due to the occurrence of ET. (b) Critical delay for ET,
followed by cascading delay for ST.

1) ET in NST time windows (ET-in-NST).
2) ET in ST time windows (ET-in-ST).
3) ET in both ST and NST time windows (ET-in-ST&NST).
Case-1 (ET-in-NST): Since TAS does not take ET into

account when scheduling, ET will naturally and inevitably be
sent during NST time windows in a standard TSN. Then, if ET
has the highest priority,4 it will generally be transmitted before
other NST frames (e.g., AVB and BE) queued in the switch.
However, even the highest priority frame must wait until the
current ongoing transmission is completed if there is one. This
may lead to a significant delay in ET if the ET frame arrives
in the queue near the end of an NST time window while there
is an NST frame currently being transmitted. For example, in
Fig. 2, an ET frame (blue shaded box) arrives while an NST
frame (N2) is being transmitted. Even when N2 transmission is
completed, ET waiting in the queue cannot start its transmis-
sion because all gates are closed by the next GB. Therefore,
ET has to wait until the next NST time window, possibly on
every switch along the path of the flow, which may result in
a significant delay for ET.

Case-2 (ET-in-ST): The TSN standard is flexible in the sense
that it allows configurations other than what is widely accepted
as the basic/default TSN behavior within the scope of the stan-
dard. It is possible for the network administrator to configure
the GCL such that the TAS gates for ET are open during ST
time windows without allocating a dedicated (and possibly
wasted) time schedule for ET. However, Fig. 3 illustrates the
problems that may arise for both ST and ET in the ET-in-ST
scenario.

First, suppose that an ET frame arrives in the queue within
the ST time window, as shown in Fig. 3(a), before the trans-
mission of the last ST frame within that ST time window
(e.g., S1

3). When the transmission of S1
2 is completed, ET occu-

pies the time reserved for S1
3 even though S1

3 is waiting to
be transmitted. Then, S1

3 is deprived of its opportunity to be

4We mean “highest traffic class” interchangeably in this context.
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Fig. 4. ET is transmitted in both ST & NST time windows (ET-in-ST&NST).

transmitted, and is delayed until the next ST time window.
Moreover, if S1

3 is pushed and shifted to the next ST window,
there will be a chain reaction of “cascading delays” on the fol-
lowing ST frames (e.g., S2

1 and S2
3), which were supposed to be

transmitted in subsequent ST time windows. Furthermore, if
an ET frame arrives after the beginning of the last ST frame
within an ST time window [as shown in Fig. 3(b)], the ET
frame will be delayed significantly until the next ST time win-
dow, followed again by the same cascading delay problem for
subsequent ST frames [as in Fig. 3(a)]. This problem will only
get worse and worse as more ET frames steal the reserved time
windows of the ST frames.

Allocating dedicated time slots for ET when computing the
TAS schedule could be one way to alleviate this problem.
This approach will guarantee that ST traffic is not affected by
the ET. However, it will mostly likely waste bandwidth (due
to unused ET slots), increases the delay for NST traffic (by
ET slot size), and ET frames may still experience significant
delays when they miss their slot and wait for the next one.
Moreover, because ET is rare and occurs sporadically, it is
extremely difficult to properly allocate time slots for ET across
the entire timeline.

Case-3 (ET-in-ST&NST): Fig. 4 illustrates the problem that
may occur when ET transmission is allowed in both ST and
NST time windows. This approach will reduce the average
delay of ET, but ET can still be delayed by the GB periods.
In the worst case, if an ET frame arrives when there is an
ongoing transmission of maximum Ethernet frame size near
the end of NST time window, ET can be delayed by up to
246.72 μs, twice the GB period (GB period is 123.36 μs on
a 100-Mb/s link, the transmission time of max Ethernet frame
size). More importantly, the same cascading delay problem
for subsequent ST frames will follow as in the ET-in-ST case.

One way to alleviate the excessive delay of ET and
ST would be to discard the TAS and go back to the
legacy strict priority transmission scheme with an appro-
priate configuration of traffic classes. For example, traf-
fic class mapping may be configured in the order of
ET > ST > AVB > BE [23], [24], [40], [41] such that ET
and ST are always transmitted before other types. If we dis-
card the TAS, we can eliminate the GB and improve both the
total bandwidth and average latency of nontime-critical traf-
fic. However, this approach would nullify the whole purpose
of TAS; guaranteeing low-latency and low-jitter for “ST” traf-
fic. Thus, we need a mechanism that enhances TAS such that
ET is delivered with low-latency while minimizing the impact
on ST, which we describe next.

IV. ETAS DESIGN

eTAS extends TAS in the IEEE TSN standard to support
ultralow-latency nonisochronous ET with minimal impact on
prescheduled time-critical traffic. This section first describes
the queueing rule modification for ET, and then the dynamic

TABLE I
RECOMMENDED PRIORITY TO TRAFFIC CLASS MAPPINGS FOR ET

(BLUE), AVB (RED), AND OTHER TRAFFIC

scheduled time window extension of eTAS that achieves this
goal.

A. Queueing Rule Modification for ET

We first propose a few modifications to the queue-
ing/scheduling rules in the IEEE 802.1Q standard that are
needed to achieve the goals of the eTAS.

ET Should Have the Highest Priority and Traffic Class,
With an Independent Queue: If multiple frames from multiple
egress queues are available for transmission after passing the
“transmission selection algorithm” and the “transmission gate”
(Fig. 1), then the final decision on which frame is transmitted
next generally follows the strict priority transmission selection
rule, i.e., a frame with the highest traffic class is selected and
transmitted from the queue. This is the standard and is a widely
accepted and well-known behavior. Under the assumption and
claim that real industrial systems will have critical emergency
events that must be propagated over the network immediately
with the lowest possible latency, we propose that ET should be
designated an independently highest priority that maps to an
independently highest traffic class so that it is always selected
for the next transmission when available.

This may sound obvious at a glance. However, two
points are worth mentioning. First, the current IEEE 802.1Q-
2018 [32] standard defines AVB traffic (SR class “A” and “B”)
to have the highest traffic classes while their priority val-
ues are defined as 3 and 2 (from amendments 1Qat [34] and
1Qav [35]). For example, if the number of available queues
in a switch is 8, then AVB-A and AVB-B traffic are assigned
classes 7 (highest) and 6, respectively. Second, if multiple pri-
ority values are mapped to the same traffic class, then frames
with those priority values will be place into the same egress
queue. In this case, a frame with lower priority may interfere
with and delay another frame with higher priority because
they are in the same traffic class queue. Therefore, to trans-
mit ET with the lowest latency, it must be assigned not only
the highest traffic class but also an “independent” queue of its
own.

To this end, Table I redefines the priority-to-traffic class
mapping table in the IEEE 802.1Q standard [32] for eTAS.
The part shaded in blue indicates the traffic classes (i.e., queue
number) for ET to which the ET priority is mapped accord-
ing to the number of queues (traffic classes) supported by the
switch. The red shading indicates the traffic classes to which
the priorities for AVB traffic types should be remapped with-
out modifying the priorities for AVB. AVB is mapped to the
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Fig. 5. ET is transmitted in all time windows including GB (ET-in-ALL).

second highest traffic class after ET, unlike the standard that
maps the highest traffic class to the AVB. This is to dedicate
an “independent” traffic class (queue) to ET, without any over-
lap with other priorities, regardless of the number of queues
supported by the switch (Table I). For example, if the number
of queues supported by the switch is 5 and ET has a priority
value of 7, ET is mapped to traffic class 4 (highest). AVB-A
and AVB-B are mapped to the next highest values of 3 and 2,
respectively.

TAS Gate Corresponding to ET Must Always Be Open
Including GB Time Window: As discussed in Section III, if
ET can be transmitted only in either the ST or NST time
windows, ET will experience serious delays waiting for the
corresponding time window, and may adversely affect other
traffic as shown in Figs. 2 and 3. Even if ET is allowed to be
transmitted in both ST and NST time windows as shown in
Fig. 4, it may still experience a worst case delay of twice the
size of the GB at every switch. Therefore, to reduce the delay
of ET, we propose that the gate for ET is always open, and
transmission is allowed in any time window, including the GB.
Then, the only remaining source of delay for ET is the time
waiting for the preceding transmission to be completed, which
can be handled by the frame preemption technique [37], [38].

By allowing the transmission of ET in all time windows, ET
can be transmitted immediately without waiting even when
it arrives during the GB time window, as shown in Fig. 5,
resulting in lower latency. However, it may still interfere with
ST traffic, which we discuss next.

B. Dynamic Scheduled Time Window Extension

If an ET frame starts transmission near the end of a GB
window, it may invade the ST time window, as exemplified in
Fig. 5. In this case, the ST time window may expire before
the transmission of S2

3 due to delayed S2
1, and thus, S2

3 will
be pushed to the next ST window, resulting in significant and
cascading delays for subsequent ST frames, as in the ET-in-ST
and ET-in-ST&NST cases. To address this problem, we pro-
pose the “dynamic scheduled time window extension” (TWE)
technique, which “temporarily” extends the ST time window,
when needed, while adhering to the original predefined GCL
schedule.

Fig. 6 illustrates the proposed operation procedure for the
dynamic scheduled TWE in eTAS.

1) An ET frame arrives at its queue.
2) “Transmission selection” selects ET over other frames

according to the rules defined in Section IV-A.
3) Then, 3-1) signals the GCL by sending a “TWE mes-

sage,” which includes the size of the ET frame to be
transmitted, and 3-2) transmits the ET frame.

4) Next, GCL calculates the transmission time of the ET
frame and accumulates this to a variable τext, which
indicates the duration of time by which the ST window
may require an extension.

Fig. 6. eTAS operation procedure overview.

Fig. 7. ET transmission examples when applying eTAS scheme.

5) After that, when it is time for the GCL to change the
state of the gates to the next state and if the next state
is the NST time window, the GCL delays the transition
by τext.

In other words, the state of the gates does not change
for another τext, and thus, the ST time window duration is
temporarily extended by the time amount used by ET frames.

Algorithm 1 is the pseudocode of how the eTAS extends the
scheduled time window within the GCL. Consider the frame
arrival example shown in Fig. 7. At the bottom of Fig. 7, the
preschedule line and eTAS line each represent a predefined
(fixed) schedule and a schedule dynamically adapted by eTAS,
respectively. Recall that when an ET frame arrives in the queue
and there is no ongoing transmission, the “transmission selec-
tion” component selects the ET frame and delivers a TWE
message to the GCL just before starting transmission. When
the GCL receives the TWE message from “transmission selec-
tion,” GCL calculates the transmission time of the ET frame
and updates τext (lines 1–9 in Algorithm 1).

1) If the transmission of the ET frame starts in an ST time
window (e.g., ET1 in Fig. 7), the GCL accumulates the
ET transmission time in τext (line 6).

2) In contrast, when the transmission of ET starts in the
GB or NST time window (e.g., ET2 or ET3 in Fig. 7),
the GCL replaces τext with the transmission time of ET
and records the current time to lastTimestamp (lines 8
and 9).

eTAS repeats this process until it transits to the next time
window.

In eTAS, GCL determines whether to extend the time win-
dow when it receives a time window transition (TWT) message
from the “gate scheduler” (lines 12–29). Gate scheduler is
the component that iterates through GCL using “cycle timer”
based on the predefined schedule, and it sends a TWT message
to the GCL when it is time to transition to the next state in
the original schedule. Then, eTAS first copies the information
for the next time window (next row in GCL) to keep the
predefined schedule intact (line 13).
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Algorithm 1 Scheduled Time Window Extension
Input:TWE_message or TWT_message

1: if TWE_message from transmissionSelection then
2: bitsSize ← TWEmessage.bytesSizeET ∗ 8
3: transmissionTime ← bitsSize / getLinkRate()
4:
5: if currentWindowST then
6: τext += transmissionTime
7: else
8: τext ← transmissionTime
9: lastTimestamp ← currentTime

10: end if
11:
12: else if TWT_message from gateScheduler then
13: nextWindow ← getNextTimeWindow()
14:
15: if currentWindowST and τext �= 0 then
16: delay(nextWindow.start, τext)
17: reschedule(nextWindow.start)
18: initialization(τext)
19: return
20: else if currentWindowGB or NST and τext �= 0 then
21: if τext + lastTimestamp > nextWindow.start then
22: τext ← τext + lastTimestamp − nextWindow.start
23: initialization(lastTimestamp)
24: else
25: initialization(τext, lastTimestamp)
26: end if
27: end if
28:
29: changeTimeWindow(nextWindow)
30: end if

1) When the current time window is for ST and there is
an ET that has transmitted during this window (lines
15–19), GCL delays the start time of the next time win-
dow (i.e., NST time window) by τext, reschedules the
next transition time, and initializes τext to zero. This
means that the state of the gates do not change at this
time because the GCL did not transition to the next time
window.

2) When the current time window is for GB or NST , the
GCL checks whether there is an ET frame that started
transmission in the current time window and will com-
plete in the next window (line 20). Taking ET2 in Fig. 7
as an example, if the sum of lastTimestamp (the time
when ET2 transmission started) and τext (transmission
time of ET2) is greater than the start time of the next
window, this means that ET2 will use some time of the
next time window. Therefore, GCL recalculates τext to
obtain only the amount of time that ET2 transmission
will overlap with the next time window, and initializes
lastTimestamp to zero (lines 21–23).

3) Otherwise (e.g., ET3), τext and lastTimestamp are reini-
tialized (lines 24 and 25).

After the above process, the GCL changes the state of the
gates to the next time window (line 29).

Thus, as shown in the eTAS timeline in Fig. 7, the ST
time windows affected by the occurrence of ET1 and ET2 are
temporarily extended, and conversely the NST time windows
are reduced by that amount. By doing this, the ST frames
delayed due to ET can be transmitted within the extended ST

Fig. 8. Network topology for simulation of ADAS scenario. Traffic flows
from sender(source) S* to receiver(destination) D*.

time windows with delays of only the size of the ET frames.
Therefore, the ST delay problem mentioned in Section III and
Fig. 5 can be alleviated, and also the cascading delay problem
is resolved. If ET does not occur, eTAS will not invoke the
above process and act in the same way as the standard TAS,
changing the state of the gates to the next time window strictly
based on the prescheduled GCL (line 12 → line 29).

V. EVALUATION

In this section, we first describe the simulation setup, and
demonstrate that ET has serious negative impact on ST in
TSN with TAS. We then evaluate the effectiveness of eTAS
compared to that of standard TAS through an extensive set
of simulations under various scenarios and configurations, as
well as burstiness.

A. Simulation Setup

We use the OMNeT++ simulator [42] with INET 3.6.6 [43]
and CoRE4INET [44], [45] frameworks for our evaluation.
We simulate a TSN-based “advanced driver assistance system”
(ADAS) scenario for autonomous driving. We have designed a
TSN-based ADAS scenario by referring to several prior work
on in-vehicle network (IVN) and TSN [39]–[41], [46], [47].
Fig. 8 depicts the network topology for our ADAS scenario,
and Table II presents the configuration of traffic flows for
our simulations. The ADAS network consists of 11 transmit-
ters, 9 receivers, and 4 switches, and all nodes in the network
are interconnected each by a meter long 100-Mb/s bandwidth
Ethernet link. Each flow is assigned a fixed value of priority
and traffic class according to our proposed mapping in Table I
with eight queues, such that ET has the highest traffic class
as shown in Table II.

We aim to simulate a very congested network because
achieving low latency on a lightly loaded network is not a
challenging goal. To match the total link utilization between
switches to approximately ≈ 80 % for a fair and controlled
experiment, we add three BE traffic transmitters and a BE
traffic receiver, and adjust the transmission interval (datarate)
of each BE flow as shown in Table III.5 “Non-isochronous

5Unlike other traffic types, BE frames have no IEEE 802.1Q VLAN header.
Thus, the L2 header size is 4 bytes smaller than other traffic types.
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TABLE II
TRAFFIC CONFIGURATION OF ADAS SCENARIO

TABLE III
LINK UTILIZATION BETWEEN SWITCHES

emergency traffic” (i.e., ET) transmitter generates an ET frame
uniform randomly within each T seconds, once per T sec-
onds during the simulation time, where we vary T (T =
1 s in our baseline simulations). The simulation time is set
to 60 s.

Finally, the cycle time of the GCL is set to the least com-
mon multiple of all frame intervals of the ST flow (i.e., the
cycle is set to 500 μs). The GCL of each switch is calculated
taking into account the transmission, propagation, and process-
ing delays. In the framework we use, the propagation delay
(Delayprop) is set to length(m)/(2× 108 m/s) [43] by default,
and also the processing delay (Delayproc) is set to 8 μs on the
switches [44], [45]. Therefore, the expected end-to-end latency
(E-latencye2e) can be calculated as follows:

E-latencye2e =
Cnthop∑

hop=1

(
Delaytx_hop + Delayprop_hop

)

+
Cntsw∑

sw=1

(
Delayproc_sw + Delayqueue_sw

)
.

(1)

Among the cycle time of 500 μs in the GCL, the ST time
window is set to be equal to the sum of the transmission times
of two ST frames (106.72 μs), and the GB time window is
set to the transmission time of the largest frame (i.e., BE,
123.04 μs) in the network. The remaining time in the GCL is
allocated for the NST time window (270.24 μs).

B. Adverse Impacts of ET on ST With Standard TAS

We first evaluate the baseline performance of the ADAS
scenario without ET (w/o-ET), and then compare this with
the results from each case discussed in Section III.

TABLE IV
RESULT OF ADAS SCENARIO WITHOUT ET (w/o-ET )

Baseline Without ET (w/o-ET): Table IV shows the latency,
jitter, and throughput performance of each traffic type in our
ADAS scenario “without ET”. In our simulation setup, because
two ST flows begin transmission at the same time, frames
from the two ST flows arrive at SW1 simultaneously. Thus,
one ST frame can be transmitted immediately without queue-
ing delay, but the other will wait for a transmission time
of an ST frame (i.e., 53.36 μs). Consequently, the expected
minimum and maximum end-to-end latency (E-latencye2e) of
the ST frames from (1) are 294.025 and 347.385 μs, respec-
tively. The simulation results in Table IV are consistent with
these estimations, with only a slight difference of +1.79 μs.
The throughput of ST also matches our intended data rate in
Table II, which implies that there are no losses nor notable
queueing delays.

Fig. 9 plots the latency, jitter, and throughput results for
all scenarios, including w/o-ET , ET-in-ST , ET-in-NST , ET-in-
ST&NST , as well as eTAS.

ET in ST Time Windows (ET-in-ST): Fig. 9(a) and (b) con-
firms that ST suffers most significant delays in the ET-in-ST
case than other cases when ET occurs. Worst case latency and
jitter of ST are measured as ≈15349 and ≈3755 μs, respec-
tively, which are about 44 times higher than w/o-ET , and
jitter is incomparably high. This is because ET takes away
the transmission opportunity of the ST and causes a cas-
cading delay problem as in Fig. 3, and the queueing delay
of ST is continuously accumulated whenever ET occurs. For
ET, the max. latency and jitter are measured as ≈736 and
≈121 μs, respectively, higher than the others scenarios. This
is because ET has to wait until the next ST time window if
ET arrives in the queue when the last ST is transmitting as in
Fig. 3(b). Therefore, the queueing delay of ET can be as large
as ≈447 μs (sum of the transmission time of an ST frame
and duration of NST and GB time windows), so the maxi-
mum E-latencye2e of an ET frame can be up to ≈741 μs in
the worst case.

The throughput results in Fig. 9(c) show that for the ET-in-
ST case, the throughput achieved by ET (5.176 kb/s) is exactly
what has been lost by the ST compared to the w/o-ET case.
The throughput of other NST flows has not changed at all.
This result confirms that ET has been transmitted in, and has
stolen the opportunity of, only the ST time windows.

ET in NST Time Windows (ET-in-NST): In this case, ET
does not interfere with the transmission of ST, and thus, there
is no impact on the ST by definition. However, ET can still
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(a) (b) (c)

Fig. 9. Performance results for the five different ET transmission scenarios: w/o-ET , ET-in-ST , ET-in-NST , ET-in-ST&NST , and eTAS. (a) End-to-end latency
for each traffic type. (b) Jitter average for each traffic type. (c) Throughput for each traffic type.

suffer significant queueing delays due to ongoing NST trans-
missions in switches along the path of ET flow, as well as ST
and GB periods. Therefore, in the worst case, the maximum
E-latencye2e of ET can be as large as ≈893 μs, 3 hops ×
123.04 μs (max. BE frame size) greater than the minimum
of ≈524 μs (sum of NST and GB time windows plus trans-
mission/processing/propagation delay of ET frames). In the
simulations, the max. latency and jitter of the ET are mea-
sured as ≈656 and ≈69 μs, respectively, which are ≈ 11 % and
≈ 43 % lower than the ET-in-ST case, but still approximately
twice larger than what can be achieved as the theoretical min-
imum (≈ 294 μs, explained in the next section). The latency
and jitter of other NST flows also increase slightly compared
to the w/o-ET case.

For throughput, all flows achieve their demands, that is, no
loss in throughput. This is because our ADAS simulation setup
was configured to have a baseline link utilization of 80 % by
configuring the datarate of BE flows appropriately (Table III).
The remaining available times are in the NST time window by
definition, and ET utilizes those times for its transmissions.

ET in Both ST and NST Time Windows (ET-in-ST&NST):
Since ET can be transmitted in both ST and NST time win-
dows, ET is expected to have lower latency than the previous
two cases, but ET can also interfere with ST’s transmissions.
ET can be delayed by ongoing transmissions and GB, result-
ing in an estimated worst case maximum E-latencye2e of up
to ≈786 μs. In the simulation results, ET has max. latency
of ≈549 μs and jitter of ≈51 μs, which are lower than other
cases with standard TAS as expected and shown in Fig 9(a)
and (b). However, ST still suffers serious delay due to the
cascading delay problem, as in the ET-in-ST case. The worst
case latency and jitter of the ST are measured as ≈9349 and
≈2116 μs, respectively. Even though these are ≈ 39 % and
≈ 44 % lower than the ET-in-ST case, the latency is still about
27 times higher than w/o-ET and ET-in-NST cases, and jitter
is also too high to satisfy the requirements of TSN.

The throughput of ET and NST is the same as other cases,
but the throughput of ST is ≈3 kb/s lower than the w/o-ET case
as shown in Fig. 9(c). This is because, since ET is allowed
transmission in either ST or NST windows, ST lost some of
its opportunities due to ET but NST had extra space in the
link utilization (80 %).

C. Performance of eTAS Versus Standard TAS

So far, we have shown that the standard TAS has serious
performance problems not only for ET but also for ST when
ET is introduced into a TSN network. We now compare the
performance of eTAS with standard TAS.

eTAS allows ET transmission in all time windows, includ-
ing GB, unlike standard TAS. Therefore, assuming that
ET is transmitted as soon as it arrives in its queue (zero
queueing delay), the theoretical minimum end-to-end latency
[E-latencye2e in (1)] of the ET in our topology is 294.025 μs.
The delay that ET can experience due to ongoing transmis-
sion is 369.12 μs (for 3 hops in our scenario), so the estimated
maximum E-latencye2e is up to ≈663 μs.

The simulation results for eTAS in Fig. 9 show that min. and
max. latency of ET are ≈294 and ≈486 μs, respectively, with
a median of 346.152 μs. The minimum is consistent with the
estimation, and the maximum is ≈177 μs lower than the worst
case, which is approximately 34 % / 26 % / 11 % lower than the
ET-in-ST/ET-in-NST/ET-in-ST&NST scenarios, respectively.
Median is closer to the minimum value. Moreover, the jitter
of ET is about 44 μs, which is 63 % / 36 % / 13 % lower than
each scenario, respectively. In other words, eTAS can deliver
ET with a latency close to the theoretical minimum with low
jitter.

By temporarily extending the ST time windows, eTAS can
also minimize the ET’s impact on ST. The maximum latency of
ST is measured as ≈403 μs with eTAS, which is approximately
97 % and 96 % lower than the ET-in-ST and ET-in-ST&NST
cases, respectively, while being only 15 % higher than the
w/o-ET and ET-in-NST cases. The median latency is 348.096
μs, which is only 17.7 % (≈52 μs) higher than the minimum
(295.785 μs). Furthermore, the max. increase in ST latency is
exactly 53.36 μs, the size of an ET frame. This means that
an ST frame is transmitted immediately after the completion
of an ET frame transmission, which implies that the eTAS is
operating as designed. The average jitter of ST is measured as
≈ 0.02 μs, which is small enough to satisfy the requirements
of TSN. Also, the throughput of ST has not been impacted by
ET. In other words, the results confirm that eTAS is capable
of delivering ET with the lowest latency and minimal impact
on ST, and it achieves better performance than all other cases
with standard TAS.
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(a) (b) (c) (d)

Fig. 10. ET performance results with varying ET burst and frame sizes. (a) Overall end-to-end latency (ET). (b) Worstcase end-to-end latency (ET). (c) Jitter
average (ET). (d) Throughput average (ET).

(a) (b) (c) (d)

Fig. 11. ST performance results with varying ET burst and frame sizes. (a) Overall end-to-end latency (ST). (b) Worst-case end-to-end latency (ST). (c) Jitter
average (ST). (d) Throughput average (ST).

Finally, the adequacy of the NST performance is worth
mentioning. With eTAS, the worst case latency of AVB-A
and AVB-B is measured to be approximately 66 % and 78 %
higher than w/o-ET case, respectively. However, the AVB stan-
dard [33] defines the target maximum worst case latency for
AVB-A and AVB-B as 2 and 50 ms, respectively, for 7 hops
when a 100-Mb/s Ethernet link is used. When we extrapo-
late our results to 7 hops, eTAS is still well below the target
latency suggested by the AVB standard, thus satisfying the
requirements of TSN. The jitter of AVB traffic has increased
slightly with eTAS, but the standard does not mandate any
requirements on the jitter of the AVB as long as the max.
latency requirement is met. Furthermore, the throughput of all
NST flows with eTAS is the same as those for the w/o-ET
case, thus no impact at all.

D. eTAS With Bursty Event Traffic

According to the documentation from the “Industrial
Internet Consortium” [39], there are three types (alarm, oper-
ator command, and control) of sporadic event traffic with
different requirements in industrial systems. In case of the
“alarm” type, a burst of up to 2000 frames should be guar-
anteed within 1 s, after which some losses may be tolerated.
Therefore, to verify the effectiveness of eTAS with bursty ET
flows, we perform simulations with varying ET burst size B
(number frames in a second, 1–2000) and payload size P
(46–1500, min.–max. Ethernet payload size). The simulation
time is set to 60 s, and each scenario is repeated ten times.
During the simulation, the ET transmitter randomly selects a
burst occurrence time every 20 s from the start of the simu-
lation. Then, it uses a uniform real distribution to randomly
generate B frames with P size at selected times. The flows of

all other traffic types are the same as previous as in Table II.
Note that when P is 1500 bytes and B is 2000, link utiliza-
tion exceeds 100% in the worst case, where some losses are
inevitable.

ET Performance With Bursty ET: Fig. 10 plots the latency,
jitter, and throughput performance of ET from the simulations
when we introduce bursty ET with varying burst and frame
sizes. Based on the same analysis as we have done so far, the
estimated worst case end-to-end latency (E-latencye2e) of ET is
1013.465 μs when P is 1500 bytes. The estimated worst case
E-latencye2e of ET decreases by 200 μs whenever P is reduced
by 500 bytes. Fig. 10(b) shows that the measured maximum
latency of ET has increased slightly when B is greater than 1,
but is still lower than theoretical worst case E-latencye2e in (1).
Moreover, even if B increases from 500 to maximum of 2000,
the latency [Fig. 10(a)] and jitter [Fig. 10(c)] are both relatively
uniform. This implies that the increase in latency (from B = 1)
is only due to self-interference among ET frames and eTAS
is capable of supporting ET without any interference from
other traffic types. We can also see from Fig. 10(d) that the
average throughput of ET increases appropriately in proportion
to P and B for each scenario as desired. These results show
that eTAS can handle ET bursts of 2000 frames per second,
and can guarantee low-latency regardless of burst size without
performance degradation.

ST Performance With Bursty ET: Fig. 11 plots the
performance of ST with eTAS according to the burstiness of
ET. The results show that as P and B increase, the worst case
latency and jitter of ST increase gradually [Fig. 11(b) and (c)].
This is because ST frames may need to wait for back-to-
back frames of bursty ET flow, and the intensity increases
as P and B increase. However, although max. latency of ST
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(a) (b) (c)

(d) (e) (f)

Fig. 12. NST performance results with varying ET burst and frame sizes. (a) Worst case end-to-end latency (AVB-A). (b) Worst case end-to-end latency
(AVB-B). (c) Worst case end-to-end latency (BE). (d) Throughput average (AVB-A). (e) Throughput average (AVB-B). (f) Throughput average (BE).

is measured as high as ≈1634 μs when P is 1500 bytes and
B is 2000 (when link utilization is 100 %), it is still signif-
icantly (≈ 83 %) lower than the ET-in-ST&NST case where
only one ET per second is transmitted. The worst case jit-
ter (≈ 66 μs) is also ≈ 97% lower than the ET-in-ST&NST
case. For the throughput of ST [Fig. 11(d)], there are slight
decreases of up to ≈26 b/s (note the y-axis scale) when P is
over 1500 bytes and B is over 1000. However, this is only an
instantaneous and tiny decrease due to ET’s burstiness, and
ST regains its performance back after the burst of ET passes
through. Eventually, every frame of the ST is delivered to the
destination without accumulation in the queue.

NST Performance With Bursty ET: So far, we have con-
firmed that eTAS guarantees better performance for ET as well
as ST compared to what can be achieved by standard TAS.
Finally, Fig. 12 plots the results for NST flows, those that are
not protected by TAS nor eTAS by design. First, the latency
of AVB-A is affected by the increases in P and B, but the
worst case latency of all configurations is sufficiently lower
than the requirement in the AVB standard [red horizontal line
in Fig. 12(a)]. The throughput of AVB-A may decrease slightly
as in Fig. 12(d), but the difference from w/o-ET is only up to
≈35 b/s in all scenarios, which is negligible in the context of
audio traffic. On the other hand, the performance of AVB-B
and BE traffic is significantly affected by both P and B. In
particular, latency of AVB-B is higher than the target value
for maximum E-latencye2e of AVB-B [red horizontal line in
Fig. 12(b)] when P is 1000 bytes or higher. The throughput of
AVB-B and BE also exhibits a linear decrease as in Fig. 12(e)
and (f).

The reason is obvious; we have increased the total
bandwidth utilization by introducing large amounts of ET
frame bursts, resulting in significant congestion. Recall that
the link utilization exceeds 100% in the worst case (P =
1500 bytes, and B = 2000). As we increase the link utiliza-
tion, lower priority traffic, such as AVB or BE, will have less
chance of being selected for the next transmission. This is
a typical starvation problem in priority-based queueing and
transmission selection methods. Among AVB-A, AVB-B, and
BE, AVB-A is affected the least because it has the highest traf-
fic class among the NST flows. Nevertheless, the AVB standard
requires performance guarantees only when the bandwidth uti-
lization is below 75 % [34], [35], and no requirements beyond
that. eTAS achieves ultralow-latency for ET while still satisfy-
ing the requirements of TSN for ST and AVB-A traffic even
in highly congested (near 100%) scenarios.

VI. RELATED WORK

Although the IEEE 802.1Qbv amendment defines how
packet transmissions are scheduled within a switch using the
gating mechanism, it does not define nor suggest how the
GCL schedules are computed for the switches in the network.
Because TAS scheduling is classified as an NP-complete
problem, there has been several prior studies in the literature
that attempts to address or alleviate the scheduling problem
and guarantee real-time performance.

Craciunas et al. [11], Craciunas and Oliver [12] proposed
formal constraints for TAS scheduling optimization by
identifying and analyzing the factors affecting real-time
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communication. Then, static schedules are computed using the
proposed constraints with the satisfiability modulo theory [10].
Ansah et al. [13] proposed a schedulability algorithm to iden-
tify whether the frames in time-triggered applications can be
scheduled, and whether bridge schedules can be computed.
Jin et al. [20] proposed a heuristic algorithm for scheduling
massive data transmissions. It uses satisfiability modulo theory
and optimization modulo theory, but relaxes the TAS schedul-
ing constraints and eliminates scheduling conflicts by combin-
ing schedule tables and packet injection control. The “No-wait
packet scheduling scheme” [15] proposes a heuristic algorithm
that enables scheduling of 1500 flows by adapting the Tabu
search algorithm, and also a compression algorithm that mini-
mizes the wasted time due to guard bands (GBs) by controlling
the open times of transmission gates. “Fault-tolerance schedul-
ing” [21] aims to guarantee that critical messages meet their
deadlines when they need to be retransmitted due to a fault
by taking into account both critical and noncritical messages
when scheduling time windows. In addition, some studies
propose synthesizing schedules for time-critical traffic under
mixed-criticality industrial applications where time-critical ST
and audio/video traffic co-exist [23]–[27].

Real-world network environments change dynamically due
to reasons, such as node join and leaves, device failure, and
reconfiguration. In these cases, the network devices must adap-
tively recalculate their schedules accordingly to ensure QoS,
but this is extremely difficult, complex, and costly compared to
static scheduling. To address this challenge, Alnajim et al. [28]
proposed the incremental QoS-aware path selection and
scheduling without time-slot (SWOTS) algorithm in order to
preserve QoS and eliminate queueing delay even in the event
of network environment changes. Nayak et al. [16] proposed
an ILP based dynamic/incremental scheduling scheme for
time-sensitive software-defined networks, which schedules and
controls periodic flow transmissions on the network edge
rather than on the switches. The work most closely related to
ours is a study by Nasrallah et al. [29], which proposes adap-
tive bandwidth sharing (ABS) and adaptive slotted window
(ASW) schemes. ABS allows the transmission of frames in the
closed queues to achieve higher utilization when the queues
with open gates are all empty in a specific time window. ASW
shifts the ST-to-BE gating ratio according to runtime network
statistics received from the receiver to upstream switches
in order to adjust the latency achieved by high-priority
traffic.

However, all of the aforementioned prior work assumes
periodic/isochronous traffic with known datarates (i.e., packet
size and periodicity) when scheduling, and none of them dis-
cuss sporadic and nonisochronous but time-sensitive ET with
unknown datarates, nor their impact on prescheduled flows.
eTAS is the first work and a novel scheme that effectively
handles time-sensitive event traffic with minimal impact on
ST traffic, which distinguishes itself from prior work.

VII. CONCLUSION

We proposed eTAS that seamlessly supports sporadic and
nonisochronous time-critical ET in the time-sensitive network

(TSN) without impacting regular and prescheduled time-
critical isochronous traffic (ST). eTAS dynamically assigns the
highest available traffic class to ET, allows the transmission
of ET across all time windows, and temporarily and dynami-
cally extends the ST time window to minimize the impact of
ET on ST. Our extensive evaluation on OMNET++ simula-
tor with a diverse set of scenarios and configurations shows
that eTAS significantly reduces the end-to-end latency and jit-
ter of ET while eliminating the significant impact ET had on
ST when using the standard TAS algorithm. We believe that
our work provides a reference to improve the IEEE 802.1Qbv
TAS standard in TSN to be more robust and reliable. As our
future work, we plan to implement eTAS and conduct experi-
ments on real TSN switches as soon as appropriate hardware
is available.
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